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Abstract 

Designing an intelligent search method in peer-to-peer networks 
will significantly affect efficiency of the network taking into 
account sending a search query to nodes which have more 
probably stored the desired object. Machine learning techniques 
such as learning automaton can be used as an appropriate tool for 
this purpose. This paper tries to present a search method based 
on the learning automaton for the peer-to-peer networks, in 
which each node is selected according to values stored in its 
memory for sending the search queries rather than being selected 
randomly. The probable values are stored in tables and they 
indicate history of the node in previous searches for finding the 
desired object. For evaluation, simulation is used to demonstrate 
that the proposed algorithm outperforms K-random walk method 
which randomly sends the search queries to the nodes. 
Keywords: Peer-to-peer, Search, K-random Walk, Learning 
Automata Theory. 

1. Introduction 

The main characteristic of peer-to-peer networks is that the 
nodes can be connected to the network or leave it at any 
time. In other words, there is no central control on 
behavior of the nodes in the network, with all the nodes 
acting similarly in terms of performance level. One of the 
important issues in these networks is searching stored 
objects in the nodes. Finding an object will be exposed to 
some challenges with respect to how the nodes are located 
in the network. The peer-to-peer networks are divided into 
structured and unstructured regarding their structures. In 
the former, location of the nodes is predefined by 
distributed hash tables (DHT) so finding an object is done 
readily using hash functions. On the other hand, the latter, 
distribute their contents in a completely random fashion 
and the nodes have no information about the network 
status and location of the stored objects in other nodes [1-
3]. Therefore, it is not simple to find an object in this 
structure and search mechanisms must be utilized here. It is 
very important to design a search method for these 

networks and it can further affect efficient of the network 
considerably. 
Based on information of the nodes from the contents, the 
search techniques are classified as informed and blind [4-
5]. In informed methods, the nodes store a number of 
metadata from their neighborhood. By this kind of 
information, the nodes would be informed about the 
network status as well as the location of contents for the 
other nodes. In blind search methods, the nodes have no 
information about location of the objects, so they employ 
flooding algorithms to direct their search queries. One of 
these methods is random walk [7-8]. Once a search for 
finding an object is unsuccessful, random walk selects 
some of the neighbors randomly and sends the search 
queries to them through a flooding algorithm until the 
search time is terminated. Each of these two search 
methods (informed and blind) has its own advantages and 
disadvantages which can noticeably affect some network 
criteria such as search success, average response time, 
average number of objects found in the search process and 
network load. 
According to previous studies [6-9,13-18], using artificial 
intelligence methods such as reinforcement learning 
techniques [11-12], has improved search performance to a 
large extent. By these methods, each node in the networks 
learns to select which if the neighbor nodes for sending the 
search query.  
This paper proposes a search algorithm based on learning 
automaton [16], where the nodes select their neighbors 
intelligently and not randomly for sending the queries. 
Each node will store a number in its history table based on 
the feedback received from the neighbor nodes. During the 
next levels of search, the nodes which have assigned 
themselves a greater number in the current object search 
will probably contain that object. The suggested algorithm 
compares the search success, the number of discovered 
objects per each query and also the amount of overload 
due to messages generated for each search queries with 
those obtained from K-random walk [8-10]. Oversim [22] 
software has been used for the purpose of simulation and 
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the obtained results show advantage of the proposed 
algorithm. 
The following text is organized as follows. A short history 
of the relevant works conducted so far with the proposed 
protocol in presented in Section 2. In section 3, the 
learning automata briefly explained as the main learning 
strategy in the developed algorithm. The proposed 
algorithm is then introduced in Section 4, while the results 
of simulation are provided in Section 5. Finally, some 
conclusions are made in Section 6. 

2. Background 

Search strategies in the peer-to-peer networks are 
categorized into blind and informed search methods 
considering the amount of information available for the 
nodes from the network status. In the blind methods, each 
node directs the query to all its neighbors and the search is 
terminated once “success” or “failure” is occurred, or when 
TTL is over. The blind methods waste a lot of network 
bandwidth and cause a large overload [6]. 
In K-random walk method, the queries are sent just to “k” 
randomly selected neighbors instead of all neighbors. 
Complexity of the generated messages is small well, but 
the amount of success is variable due to random selection 
of the neighbors for direction of the search queries. On the 
other hand, random selection of the neighbor nodes can 
negatively affect response time of the search queries. 
In the informed method, each node stores some 
information about its neighbors and network status as well. 
Adaptive probabilistic search (APS) [9,10], SALA [17], 
LARW [18] are some examples of the informed methods 
which utilize experiences of the previous neighbors for 
searching the next levels. 
Adaptive probabilistic search (APS) woks based on using 
“k” independent steps and random direction of the queries. 
The probabilistic selection instead of random selection is 
accounted for an advantage of these techniques. Each 
intermediate node directs the queries toward its neighbor 
which has stored a probabilistic value in its local index. 
Values of the indices are updates by receiving feedback 
from the steps. APS enhanced reliability of the search and 
optimizes consumption of the bandwidth. 
In [17] a novel self-adaptive learning automata based 
search algorithm (SALA) is introduced. In this method, 
each node uses a learning automata algorithm to select the 
suitable neighbors. By applying three tables comprising of 
the previous experiences of nodes, the neighbors train and 
increase their chance to participate in search. Although 
SALA is an adaptive search to the network size but the 
learning rate is low because of updating three tables for 
each iteration.  

LARW [18] is a new version of k-random walks algorithm 
which utilizes a new form of learning automata algorithm 
is called KSALA [16]. KASLA helps the nodes decide to 
select the suitable neighbors for search. Decision is 
according to the probability values of neighbors for 
participating in search in previous iterations. The 
performance of search is good enough but at the first steps 
of search, the performance is low because of slow learning 
rate of nodes. 

3. Overview of Learning Automata Theory 

Learning automaton [19-21] is a machine which can 
perform many finite actions. Each selected action is 
evaluated by a probabilistic environment and the result of 
evaluation is given to the automaton in the form of positive 
or negative signals. Thereby, the automaton is affected by 
this response in selection of its next action. The final goal 
is that the automaton learns to choose the best action 
among the available ones. This could be an action which 
maximizes the probability to receive reward from the 
environment.  
The environment can be represented by a triple 
like },,{ cE βα≡  , in which },...,,{ 21 rαααα ≡  is the set of 
inputs, },...,,{ 21 mββββ ≡ is the set of outputs, and 

},...,,{ 21 rcccc ≡  is the set of penalty probabilities. The 
probability for an undesirable result of ic  action equals 

iα . 
In static environment, the values of ic  remains unchanged, 
though these values change over time in non-static 
environment. The learning automata are divided into two 
groups with constant and variable structures. The 
following will introduce the learning automaton with 
variable structure. 
The learning automaton with variable structure can be 
shown by a quadruplet like },,,{ Tpβα , where 

},...,,{ 21 rαααα ≡  and },...,,{ 21 mββββ ≡  represent the sets 
of actions and inputs of the automaton, respectively, while 

},...,,{ 21 rpppp =  gives the vector of selection probability 
for each of the actions and )](),(),([)1( npnnTnp βα=+  
denotes the learning algorithm. The following algorithm is 
an example of the linear learning algorithms. Assume that 
the action 

iα  is selected at the thn  level. 
Favorable response:  
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In Equations (1) and (2),  a  is the reward parameter and b  
is the penalty parameter. Three following states can be 
considered according to the values of a  and b . When a  
and b  are equal, the algorithm is called LRP; when b  is 
much smaller than a , the algorithm is called LRεP; and 
when b  is zero the algorithm is called LRI. 

4. Proposed Search Algorithm 

In this paper, the learning automaton has been used for 
training the nodes in the network for selection of the 
desired neighbor nodes. At first, the data structure of the 
proposed algorithm is explained and then, the proposed 
algorithm is introduced. 

4.1 Data Structure of Search Algorithm 

Two tables are used in the developed search algorithm for 
learning the network status and the location of objects. 
Each row of these tables indicates an existing object in the 
network, whereas each column of these tables shows one 
neighbor of that node. For each neighbor node, there is a 
value called LA-value which denotes the extent of its 
history for finding the objects in the previous searches. The 
table called Query-LA-table is a table involving neighbor 
nodes which have experienced search before. During 
search and when a query is going to be sent, the values in 
this table are used. Selection of the neighbors is done 
randomly based on the learning algorithm. However, as 
much big as their LA-values are, the probability of their 
selection will be greater. 
Figure 1 shows a sample of these tables. 
 

LA-values to neighbours  

Nm …. N2 N1 Keywords 

V1m …. V12 V11 Object 1 
V2m …. V22 V22 Object 2 
…. …. .... …. ..... 

Vnm …. Vn2 Vn1 
Object n 

Fig. 1  A sample Query-LA-table with n objects and m keywords. 

The second table which is used in this algorithm is 
Neighbor-LA-table and contains those set of neighbor 
nodes which have not experienced a search with the 
current query before. The values in this table are indicative 
of the performance for each of these neighbors obtained in 
the previous searches. Figure 2 shows a sample Neighbor-
LA table. 

Nm …. N2 N1 
V1m …. V12 V11 

Fig. 2  A sample Neighbor-LA-table with m keywords. 

4.2 How the Search Algorithm Works? 

As mentioned before, two tables are used to learn the 
network status and the location of objects. These tables are 
empty at first. A row is added to them by sending each 
query with all the neighbors being initialized by a uniform 
probability distribution. The values of these tables are then 
updated based on the results obtained from the search. 
The neighbor nodes with a higher search performance are 
rewarded and their probability is increased. Value of this 
reward is determined by distance of the object discovered 
from its applier or in other words, number of the steps 
passed for reaching the desired object. The nodes which do 
not participate in the search process will neither receive 
reward nor penalized. The values in these tables are used 
in the next searches to select neighbors for sending 
intelligent queries. 
In sending a query to a node a hit is returned when the 
search is successful, otherwise the search continues by 
sending queries to a random number of the neighbor nodes 
with the highest LA-value in Query-LA-table. The search 
would resume in Neighbor-LA-table by choosing a random 
number of neighbors once the searched object is not found 
in this table. The search is terminated when the desired 
object is found or when TTL is over. At last, the existing 
values in the tables are updated in accordance with the 
feedback they get from their environment. 
Figure 3 depicts pseudo code of the search algorithm. 
 
 
// Query Keyword – Q; Query Source – S; Total 
number of walkers K// 
 
1. User submits a query 
2. Search source node for Q 
3. If Q is not in S 
    3.1 Search for Q in the Query-LA-table 
    3.2 If Q is found 
         Select K walkers from Query-LA-table 

with automata algorithm 
        Generate K query messages 
        Search starts with K walkers 
       Else 
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 Select the walkers from Neighbor-LA-
table 

4. If a hit occurs, sent back result on the 
reverse path. 

5. All node on the path, update appropriate LA-
table. 

 

Fig. 3  Pseudo code of the proposed search algorithm. 

5. Simulations 

In this section, hypotheses of simulation are stated first and 
result of the simulation are investigated then. 
Some network criteria such as overload due to the 
messages generated in the network are compared in 
addition to search quality criteria like success of the search 
and average number of the objects found per one query 
with the so-called K-random walk method. 

5.1 Hypothesis of Simulation 

Oversim simulation software is utilized for simulating the 
proposed algorithm. The network used here is a random 
graph [4] including 1000 nodes, where minimum output 
degree of each node is 6. In this network 200 different 
objects are randomly distributed between the nodes with 
each node containing a number of objects according to the 
memory capacity considered for it. Maximum time needed 
to deliver packages through the network (TTL) is taken 6. 
Dynamism of the network is addressed using failure rate of 
the nodes which is expected to be 30% in average. In other 
words, among all the existing nodes in the network 30% of 
them are either inactive or leaving the network. Maximum 
number of walkers is 15 in the simulations. A standard 
learning automaton is used with LRP algorithm, in which 
the initial values of  and  are both considered 0.5. 

5.2 Evaluation of Proposed Search Algorithm 

Performance of the proposed search algorithm is evaluated 
by implementing different simulations. The method 
developed here is compared with K-random walk method. 

5.2.1 Success Rate 

When a query is being sent to one node or several nodes, a 
hit message will be generated once the desired object is 
found, which indicates success of the search. The search is 
called successful when at least one hit message is received. 
Average number of these successes can be calculated as 
well. Figure 4 has compared success of the search between 
the proposed algorithm and K-random walk method. As 
shown in the diagram, success of the search is significantly 

higher in the suggested method due to intelligent selection 
of the neighbors unlike the random selection in K-random 
walk. 

 

Fig. 4  Comparing success rate for two algorithms. 

5.2.2 Number of Discovered Objects 

Figure 5 shows the number of objects found for each 
query. The greater this number is accuracy, speed and 
resistance of the algorithm is higher. Resistance of the 
algorithm is improved because whenever a node containing 
several objects fails in the network, other samples of that 
objects exist in the network. This can enhance resistance 
against node failures. Figure 5 demonstrates that the 
proposed algorithm has an excellent performance in 
finding the objects in the network, whereas random 
selection of the neighbors in K-random walk method leads 
to an increased generation of misses. 
 

 

Fig. 5  Comparing number of objects found for two algorithms. 

5.2.3 Overhead from Generated Messages 

Figure 6 gives a comparison between the proposed 
algorithm and K-random walk algorithm taking into 
account the overload generated from messages of each 
query. It can be observed in this diagram that the proposed 
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algorithm provides a much smaller average number of 
messages generated for each query as compared with that 
of K-random walk, because no additional message and 
query is sent for this purpose into the network. The 
obtained overload from generation of the messages is very 
significant in K-random walk method since the queries are 
randomly sent. 

 

Fig. 6  Comparing overhead from generated messages for two algorithms. 

4. Conclusions 

In the proposed method, each node stores some tables 
which keep histories of the neighbors in previous searches. 
These values are probabilistic and are updated considering 
the hit/miss message received from the neighbor nodes 
using learning automaton. The suggested search algorithm 
was compared with K-random walk method. The obtained 
results reveal that due to using the history tables for each 
node, those with a greater probability to contain the 
desired object are selected and thus, the rate of success is 
increased. On the other hand, intelligence of the proposed 
algorithm leads to send a smaller number of queries and as 
a result, fewer messages are generated within the network 
which reduces the overload. Meanwhile, number of the 
hops visited for reaching the chosen nodes is decreased. 
Therefore, the proposed algorithm outperforms K-random 
walk method in terms of success, network overload and 
average number of discovered objects per each query.  
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