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Abstract 
Classification systems have been widely utilized in medical 

domain to explore patient’s data and extract a predictive model. 

This model helps physicians to improve their prognosis, 

diagnosis or treatment planning procedures. Models based on 

data mining and machine learning techniques have been 

developed to detect the disease early or assist in clinical breast 

cancer diagnoses. Medical datasets are often classified by a large 

number of disease measurements and a relatively small number 

of patient records. All these measurements (features) are not 

important or irrelevant/noisy. Feature selection is commonly 

applied to improve the performance of models. Feature selection 

is one of the most common and critical tasks in database 

classification. It reduces the computational cost by removing 

insignificant features. Feature selection methods can help select 

the most distinguishing feature sets for classifying different 

cancers. Consequently, this makes the diagnosis process accurate 

and comprehensible. This paper presents a graph based feature 

selection method for medical database classification. Sex 

benchmarked datasets, which are available in the UCI Machine 

Learning Repository, have been used in this work. The 

classification accuracy shows that the proposed method is 

capable of producing good results with fewer features than the 

original datasets. 

Keywords: Feature selection, medical dataset, Graph clustering, 

Feature clustering. 

1. Introduction 

The revolution in database technologies has resulted in an 

increase of data accumulation in many areas, such as 

financial, marketing and the biological and medical 

sciences. It has become crucial to locate hidden 

information by scrutinizing these data effectively. Data 

mining techniques have been discussed widely and applied 

successfully in the areas of medical research, scientific 

analysis and business applications. Recently, the 

absorption of data mining techniques in medical diagnosis 

has provided new insights in a large number of medical 

applications. Feature selection has many advantages such 

as shortening the number of measurements, reducing the 

execution time and improving transparency and 

compactness of the suggested diagnosis [1] [2]. 

Data mining and machine learning techniques have been 

used to analyze breast cancer diagnoses, and they have 

been used to create models to detect the disease early or 

assist the diagnosis understanding. Because many features 

are noisy and redundant, especially in high-dimensional 

data representations, the created models usually suffer 

from noisy features participating in the training process 

and then compromise a satisfactory performance. For 

example, in classification (or clustering) learning 

algorithms, biased classifiers (or clusters) obtained using 

noisy and redundant features in the forecasting (or 

partitioning) process are not reliable.[3] [4]. 

Feature selection plays an important role in the world of 

machine learning and more specifically in the classification 

task. On the one hand the computational cost is reduced 

and on the other hand, the model is constructed from the 

simplified data and this improves the general abilities of 

classifiers. The first motivation is clear, since the 

computation time to build models is lower with a smaller 

number of features. The second reason indicates that when 

the dimension is small, the risk of ‘‘overfitting’’ is reduced 

[5]. 

The feature selection methods can be classified into four 

categories including filter, wrapper, hybrid and embedded 

models [5-7]. The filter approach relies on the 

characteristics of the learning data and selects a subset of 

features without involving any learning model. In contrast, 

the wrapper approach requires one predetermined learning 

model and selects features with the aim of improving the 

generalization performance of that particular learning 

model. Although the wrapper approach is computationally 

expensive than the filter approach, the generalization 

performance of the former approach is better than the later 

approach. The hybrid approach attempts to take advantage 

of the filter and wrapper approaches by exploiting their 

complementary strengths. Embedded methods are 

embedded in and specific to a given machine learning 
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algorithm, and select the features through the process of 

generating the classifier. 

A feature selection method may be evaluated according to 

efficiency and effectiveness points of view. While the 

efficiency concerns the time required to find a subset of 

features, the effectiveness is related to the quality of subset 

of features. These issues are in conflict with each other, 

generally improving one of them causes reducing the other 

one. In other words, the filter-based feature selection 

methods have been paid much attention to the 

computational time and typically are faster, while the 

unsupervised wrapper methods usually consider the quality 

of selected features. Therefore, a trade-off between these 

two issues has become an important and necessary goal to 

providing a good search method. Keeping these in mind, in 

this paper we propose a novel graph-based feature 

selection method by integrating the concept of graph 

clustering with the fisher score.  

The rest of the paper is organized as follows:  Section 2 

gives a brief review of previous works. Section 3 presents 

the proposed feature selection method based on graph 

theoretic approach. Section 4 reports the experimental 

results on well-known medical dataset. Finally, Section 5 

presents the conclusion. 

2. Related Work 

Feature selection has been a fertile field of research and 

development since 1970s in statistical pattern recognition, 

machine learning, data mining, and there have been a 

number of attempts to review the feature selection methods 

[6, 8, 9]. In this section, we briefly review various feature 

selection methods that can be classified into four 

categories including filter, wrapper, embedded, and hybrid 

approaches. Moreover, graph based feature selection 

methods are also reviewed. 

According to whether the class labels of training data are 

available, feature selection algorithms can be roughly 

grouped into two families, i.e., supervised feature selection 

and unsupervised feature selection. Generally speaking, 

supervised feature selection usually yields better and more 

reliable performance, mainly because of the utilization of 

class labels. Given sufficient labeled data, it is possible for 

supervised algorithms to train appropriate feature selection 

functions. However, labeling a large number of training 

data is tedious and time-consuming. In many real world 

applications, the performance of the existing feature 

selection algorithms is usually restrained by the paucity of 

labeled training data. Therefore, it turns out to be a great 

research challenge to design a feature selection algorithm 

for the cases when only a few labeled data per task are 

available [10]. 

Recently, a number of researchers have focused on several 

feature selection methods and most of them have reported 

their good performance in database classification. 

Lin et al. [11] applied a Particle Swarm Optimization-

based approach to search for appropriate parameter values 

for a back propagation network to select the most valuable 

subset of features to improve classification accuracy. Unler 

et al. [12] developed a modified discrete particle swarm 

optimization algorithm for the feature selection problem 

and compared it with tabu and scatter search algorithms to 

demonstrate its effectiveness.  

Chang et al. [13] introduced a hybrid model for integrating 

a case-based reasoning approach with a particle swarm 

optimization model for feature subset selection in medical 

database classification. Salamo et al. [14] evaluated a 

number of measures for estimating feature relevance based 

on rough set theory and also proposed three strategies for 

feature selection in a Case Based Reasoning classifier. 

Qasem et al. [15] applied a time variant multi-objective 

particle swarm optimization to an RBF Network for 

diagnosing medical diseases. 

In [16], a new supervised feature selection methods based 

on hybridization of Particle Swarm Optimization (PSO), 

PSO based Relative Reduct (PSO-RR) and PSO based 

Quick Reduct (PSO-QR) are presented for the diseases 

diagnosis. 

Chen [17] aims to present a hybrid intelligence model that 

uses the cluster analysis techniques with feature selection 

for analyzing clinical breast cancer diagnoses. Our model 

provides an option of selecting a subset of salient features 

for performing clustering and comprehensively considers 

the use of most existing models that use all the features to 

perform clustering. 

In [18], the K-SVM based on the recognized feature 

patterns has been proposed. It can be competitively 

compared with traditional data mining methods in cancer 

diagnosis. For the phase of feature extraction, the 

traditional methods of extracting. 

3. Proposed method 

Recently, the graph-based methods, such as spectral 

embedding[19], spectral clustering [20], and semi-

supervised learning [21], have played an important role in 

machine learning due to their ability to encode  similarity 

relationships among data. In feature selection, by 

representing the feature space into a graph, the graph based 

methods can provide a universal and flexible framework 

that reflects underlying manifold structure and 

relationships between feature vectors. 

In this section the feature clustering of the search space, 

graph clustering and select best representative feature from 

each cluster are described. 
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3.1 Graph representation  

A preliminary step for all graph-based methods is to 

represent training data with an undirected graph. For this 

purpose, the feature set is mapped into its equivalent graph 

, where  is a set of 

original features,  denotes the 

edges of  graph and  indicates similarity between two 

features  and  connected by the edge  Different 

measures for computing vertex similarities (i.e. edge 

weights) leads to different performances  on the  graph-

based feature selection methods. In this work, we have 

used well-known Pearson product-moment correlation 

coefficient [22] to measure similarity between different 

features of a given training set.  
 

3.2 Feature clustering  

Feature clustering is an efficient approach for 

dimensionality reduction [23, 24]. The main idea of feature 

clustering is to group original features into different 

clusters based on their similarities; thus, the features in the 

same clusters are similar to each other. Quite different 

from existing feature clustering algorithms, in this paper a 

community detection method is applied to cluster the 

features into different groups. The community structure is 

one of the most important patterns in network. Since 

finding the communities in the network can significantly 

improve our understanding of the complex relations, lots 

of work has been done in recent years [25, 26]. In this 

work, we have used the Louvain community detection 

algorithm [27] to identify the feature clusters. This 

algorithm detects communities in the graph by maximizing 

a specific modularity function. This method has two 

advantages. First, its steps are intuitive and easy to 

implement, and second, the algorithm is extremely fast. 

 

3.3 Select representative feature  

The main purpose of this step is to identify relevant and 

influential features from each cluster. In other words, in 

each cluster, some of high relevance features are retained 

and the others will be removed. To this end, fisher score 

[28] is utilized to identify representative features. After 

calculating the efficient value of features, some feature 

with efficient value less than δ parameter are removed and 

reminder feature are select as final feature set. 

4. Experimental results 

The classification performance of the proposed feature 

selection method is measured using an SVM classifier. The 

performance of the proposed method is evaluated using 

five benchmark datasets: Wisconsin Breast Cancer, Pima 

Indians Diabetes, Heart-Statlog, Hepatitis and Cleveland 

Heart Disease, which are available from the UCI Machine 

Learning Repository. Table 1 summarizes the number of 

features, instances and classes for each dataset used in this 

study.  

Table 1: Details of used datasets 

Dataset Features Samples Classes 

Wisconsin Breast Cancer 9 699 2 

Pima Indians Diabetes 8 768 2 

Heart-Statlog 13 270 2 

Hepatitis 19 155 2 

Cleveland Heart Disease 13 296 5 

 

All datasets are split into 10 subsets of approximately 

equal size. Randomly, one dataset is used for testing and 

the remainder are used for training. The same procedure is 

repeated 10 times and the mean classification accuracy is 

computed. Tables 2 presents the results reported for each 

dataset. The proposed method was compared to the well-

known filter-based methods, including, Fisher Score (FS) 

[28], mRMR [29] and n feature. From the results it can be 

observed that in most cases the proposed method obtained 

the highest classification accuracy compared to those of 

filter-based methods. For example, for the Hepatitis 

dataset, proposed method obtained an 81.93% 

classification accuracy while for FS and mRMR this value 

was reported 80.73 and 82.73 correspondingly. 
 

Table 2: Classification results with different methods 

Feature selection method Dataset 

All 

features 

Proposed 

method 

mRMR FS  

95.85 96.42 95.91 94.81 Wisconsin Breast Cancer 

73.63 75.46 70.78 71.64 Pima Indians Diabetes 

84.36 84.91 83.41 82.39 Heart-Statlog 

81.93 82.32 82.73 80.73 Hepatitis 

83.27 85.68 83.54 82.69 Cleveland Heart Disease 

 

Moreover, additional experiments were conducted to 

compare the proposed method with the other feature 

selection method based on the different number of selected 

features. Figs. 1 and 2 plot the classification accuracy 

(average over 10 independent runs) curves of SVM 

classifiers on Wisconsin Breast Cancer and Heart-Statlog, 

respectively. In all the plots, the x-axis denotes the subset 

of selected features, while the y-axis is the average 

classification accuracy. Fig. 1 shows that the proposed 
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method is superior to the other methods applied on the 

SVM classifier. 

 

Fig 1: classification accuracy with number of features with different 

methods on Wisconsin Breast Cancer 

 
Fig 2: classification accuracy with number of features with different 

methods on Heart-Statlog 

 

5. Conclusions 

Identifying key biomarkers for different cancer types can 

improve diagnosis accuracy and treatment. Gene 

expression data can help differentiate between cancer 

subtypes. However the limitation of having a small number 

of samples versus a larger number of genes represented in 

a dataset leads to the over fitting of classification models. 

Feature selection aims to reduce the amount of 

unnecessary, irrelevant and redundant features. It helps 

retrieve the most relevant features in datasets and improves 

the classification accuracy with less computational effort. 

If the features are not chosen well, even the best classifier 

performs poorly. In this paper, we describe a graph-based 

feature selection method with an SVM classifier. The 

intention is to select the correct set of features for 

classification when datasets contain noisy, redundant and 

vague information. 

The proposed methods are compared with well-known 

filter-based feature selection method and classification 

accuracy measures are used to evaluate the performance of 

the proposed approaches. Hence the analysis section 

clearly proved the effectiveness of proposed method for 

diagnosis the disease over the other existing approaches.  
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