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Abstract 
The main challenges which are posed in opinion mining is 

information retrieval of large volumes of ideas and categorize 

and classify them for use in related fields. The ranking can help 

the users to make better choices and manufacturers in order to 

help improve the quality. As one of the pre-processing 

techniques in the field of classification, weighting methods have 

a crucial role in ranking ideas and comments. So, we decided to 

offer a new weighting method to improve some other similar 

methods, especially Dirichlet weighting method. In this paper, 

the proposed method will be described in detail, and the 

comparison with the three weighting methods: Dirichlet, Pivoted 

and Okapi also described. The proposed weighting method has 

higher accuracy and efficiency in comparison to similar methods. 

In the following, user comments of online newspapers are ranked 

and classified by use of proposed method. The purpose is to 

provide more efficient and more accurate weighting method, 

therefor the results of ranking will be more reliable and 

acceptable to users. 

Keywords: Opinion mining, Information retrieval, ranking 

comments, weighting methods, weighting methods constraints. 

1. Introduction 

Word Wide Web can be considered as a repository of 

ideas from users. The challenge that the manufacturers and 

web administrators are faced by is to analyze and organize 

their ideas. 

Analysis of emotions in online publications is a way of 

organizing user’s ideas, which requires weighting of the 

words in comments. The weighting methods include 

genetic algorithms, artificial neural networks, regression 

equations, TF-IDF, Pivoted, Okapi, Dirichlet. In this 

article we propose a new weighting method which is 

improved of Dirichlet weighting method, also it satisfy all 

7 constraints.  

The paper is organized as follows. Section 2 state some 

weighting methods and, also proposed weighting method. 

All the constraints are checked for the proposed method in 

section 3. In section 4, accuracy and performance of the 

proposed method is compared with methods such as: 

Pivoted, Okapi and Dirichlet. Section 5 is about 

implementation of ranking comments by use of proposed 

weighting method. Dataset is discussed in section 6. 

Conclusion and future works are expressed in section 7. 

Finally, section 8 states references.  

This document is set in 10-point Times New Roman.  If 

absolutely necessary, we suggest the use of condensed line 

spacing rather than smaller point sizes. Some technical 

formatting software print mathematical formulas in italic 

type, with subscripts and superscripts in a slightly smaller 

font size.  This is acceptable. 

2. Weighting methods 

There are a lot of weighting methods that are used. But 

there are different in 2 aspects: satisfying constraints and 

the value of parameters like efficiency and accuracy. In the 

following some weighting methods are mentioned. 

2.1 Pivoted method 

Vector space model is displayed as a vector of words. 

Documents are ranked based on the similarity between 

query and document vector. Pivoted retrieval method is 

one of the best retrieval formula which is expressed in 

equation 1 as bellow [1]. 

 

𝑆(𝑄, 𝐷) = ∑𝑡∈𝑄∩𝐷
1+ln⁡(1+ln(𝑐(𝑡,𝐷)))

(1−𝑆)+𝑆⁡
|𝐷|

𝑎𝑤𝑑𝑙

⁡ . 𝑐(𝑡, 𝑄). 𝑙𝑛⁡
𝑁+1

𝑑𝑓(𝑡)
 (1) 

 

Where S is retrieval parameter, c(t,D) is The number of 

repetitions of word t in document D. |D| is the length of 

document D. c(t,Q) is The number of repetitions of word t 

in query Q. N is the number of documents and df(t) is the 

number of documents including word t. 

2.2 Okapi method 

This formula is an effective retrieval formula that uses 

classical probabilistic model. It is expressed in equation 

2[1]. 

 

𝑆(𝑄, 𝐷) = ∑ 𝑙𝑛

𝑡∈𝑄∩𝐷

𝑁 − 𝑑𝑓(𝑡) + 0.5

𝑑𝑓(𝑡) + 0.5
⁡×

(𝑘1 + 1) × 𝑐(𝑡, 𝐷)

𝑘1((1 − 𝑏) + 𝑏
|𝐷|
𝑎𝑤𝑑𝑙

+ 𝑐(𝑡, 𝐷)

×⁡
(𝑘3 + 1) × 𝑐(𝑡, 𝑄)

𝑘3 + 𝑐(𝑡, 𝑄)
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(2) 
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𝐾1 is between 1 and 2 , b is equal to 0.75 , 𝐾3 is between 0 

and 1000. df(t) is the number of documents including word 

t, c(t,D) is The number of repetitions of word t in 

document D and awdl is the average of document’s length. 

2.3 Dirichlet prioir method 

This method is one of the best methods of language 

modeling approach which working based on similarity 

between query and document. It is expressed in equation 

3[1]. 

 

𝑠(𝑄, 𝐷) = ∑ 𝑐(𝑡, 𝑄). ln⁡(1 +
𝑐(𝑡, 𝐷)

𝜇. 𝑝(𝑡|𝐶)
+ |𝑄|. 𝑙𝑛

𝜇

|𝐷| + 𝜇
𝑡∈𝑄∩𝐷

⁡⁡(3) 

Where μ     is retrieval parameter, c(t,D) is The number of 

repetitions of word t in document D. |D| is the length of 

document D and  |Q| is the length of query Q. 𝑝(𝑡|𝐶) is 

possibility of existence of word t in the collection. 

2.4 Proposed weighting method 

In this study a new weighting method is proposed in 

equation 4 which aim is to satisfy all the constraints and, 

also improve accuracy and efficiency of previous methods 

such as Pivoted, Okapi and Dirichlet. 

 

𝑆(𝑄, 𝐷) =∑ (𝐶(𝑡, 𝑄). 𝐶(𝑡, 𝐷). ln (1 +
𝐶(𝑡,𝐷)

𝜇. 𝑑𝑓(𝑡)
) +

|𝑄|

|𝐷|𝑡∈𝑄∩𝐷
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(4) 

 

Where μ is retrieval parameter, c(t,D) is The number of 

repetitions of word t in document D. |D| is the length of 

document D and  |Q| is the length of query Q. c(t,Q) is The 

number of repetitions of word t in query Q. 

Dirichlet method don’t satisfy the LNC2 constraint but 

proposed method satisfy all the weighting method 

constraints which will be explain in the next section.  

 

3.CHEKING WEIGHTING METHOD 

CONSTRAINTS FOR PROPOSED 

METHOD 

There are 7 constrains which are good to be satisfied by 

weighting methods. In the following all 7 constraints are 

checked for proposed method.[1,2] 

3.1. TFC1 

In equation 5, it is shown that proposed method 
satisfies TFC1. 
 

𝑠(𝑄, 𝐷2) = 𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷2). ln (1 +
𝑐(𝑡, 𝐷)

𝜇. 𝑑𝑓(𝑡)
) +

|𝑄|

|𝐷2|
 

𝑠(𝑄, 𝐷1) = 𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷1). ln (1 +
𝑐(𝑡, 𝐷)

𝜇. 𝑑𝑓(𝑡)
) +

|𝑄|

|𝐷1|
 

C(t,𝐷1) > C(t,𝐷2) then s(Q,𝐷1) > s(Q,𝐷2).                                (5) 

3.2. TFC2 

In equation 6, it is shown that proposed method 
satisfies TFC2. 
 

𝑠(𝑄, 𝐷2) = 𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷2). ln (1 +
𝑐(𝑡, 𝐷)

𝜇. 𝑑𝑓(𝑡)
)

+
|𝑄|

|𝐷2|
𝑠(𝑄, 𝐷3)

= 𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷3). ln (1 +
𝑐(𝑡, 𝐷)

𝜇. 𝑑𝑓(𝑡)
)

+
|𝑄|

|𝐷3|
𝑠(𝑄, 𝐷1)

= 𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷1). ln (1 +
𝑐(𝑡, 𝐷)

𝜇. 𝑑𝑓(𝑡)
)

+
|𝑄|

|𝐷1|
𝑐(𝑞, 𝐷2) = 1 + 𝑐(𝑞, 𝐷1) ⁡⁡⁡

→ ⁡⁡𝑐(𝑞, 𝐷2) > 𝑐(𝑞, 𝐷1)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡1𝑐(𝑞, 𝐷3)
= 1 + 𝑐(𝑞, 𝐷2) ⁡⁡→ ⁡⁡𝑐(𝑞, 𝐷3)
> 𝑐(𝑞, 𝐷2)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ 

𝑐(𝑞, 𝐷1) < 𝑐(𝑞, 𝐷2) < 𝑐(𝑞, 𝐷3) ⁡⁡→ ⁡⁡⁡2𝑐(𝑞, 𝐷1) < 𝑐(𝑞, 𝐷2)
< 𝑐(𝑞, 𝐷3) 

𝑠(𝑄, 𝐷2) − 𝑠(𝑄, 𝐷1) > 𝑠(𝑄, 𝐷3) − 𝑠(𝑄, 𝐷2) 

[𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷2). ln (1 +
𝑐(𝑡,𝐷2)

𝜇.𝑑𝑓(𝑡)
) +

|𝑄|

|𝐷2|
] –⁡[c(t, Q). c(t, 𝐷1). ln (1 +

𝑐(𝑡,𝐷)

𝜇.𝑑𝑓(𝑡)
) +

|𝑄|

|𝐷1|
]>[𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷3). ln (1 +

𝑐(𝑡,𝐷3)

𝜇.𝑑𝑓(𝑡)
) +

|𝑄|

|𝐷3|
] –⁡[c(t, Q). c(t, 𝐷2). ln (1 +

𝑐(𝑡,𝐷)

𝜇.𝑑𝑓(𝑡)
) +

|𝑄|

|𝐷2|
] 

𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷2)– ⁡c(t, Q). c(t, 𝐷1) > 

𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷3)– ⁡c(t, Q). c(t, 𝐷2) 

→ ⁡𝑐(𝑡, 𝐷2)– ⁡c(t, 𝐷1) > ⁡𝑐(𝑡, 𝐷3)– c(t, 𝐷2)  → ⁡⁡2𝑐(𝑡, 𝐷2) >
𝑐(𝑡, 𝐷3) + c(t, 𝐷1)                                                         (6) 

3.3. TFC3 

In equation 7, it is shown that proposed method 
satisfies TFC3. 
 

𝑠(𝑄, 𝐷1) = 𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷1). ln (1 +
𝑐(𝑡,𝐷)

𝜇.𝑑𝑓(𝑡)
) +

|𝑄|

|𝐷1|
𝑠(𝑄, 𝐷2) =

𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷2). ln (1 +
𝑐(𝑡,𝐷)

𝜇.𝑑𝑓(𝑡)
) +

|𝑄|

|𝐷2|
𝑠(𝑄, 𝐷1) > 𝑠(𝑄, 𝐷2) ⁡⁡→

⁡⁡𝑠(𝑄, 𝐷1) = 𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷1). ln (1 +
𝑐(𝑡,𝐷)

𝜇.𝑑𝑓(𝑡)
) +

|𝑄|

|𝐷1|
>

𝑠(𝑄, 𝐷2) = 𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷2). ln (1 +
𝑐(𝑡,𝐷)

𝜇.𝑑𝑓(𝑡)
) +

|𝑄|

|𝐷2|
𝑡𝑑(𝑞1) =

𝑡𝑑(𝑞2)𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷1) > 𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷2) ⁡⁡⁡→ ⁡⁡⁡𝑐(𝑡, 𝐷1) >
𝑐(𝑡, 𝐷2)                                                                     (7) 
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3.4. TD 

In equation 8, it is shown that proposed method 
satisfies TDC. 
 

{
𝑡 ∉ 𝑄⁡⁡⁡ → ⁡⁡⁡𝑐(𝑡, 𝐷2) = 𝑐(𝑡, 𝐷1) + 1⁡⁡⁡ → ⁡⁡⁡⁡𝑠(𝑄, 𝐷1) > 𝑠(𝑄, 𝐷2)

𝑡 ∈ 𝑄⁡⁡⁡ → ⁡⁡⁡𝑐(𝑡, 𝐷2) = 𝑐(𝑡, 𝐷1) ⁡⁡⁡→ ⁡⁡⁡⁡𝑠(𝑄, 𝐷1) = 𝑠(𝑄, 𝐷2)⁡⁡⁡⁡⁡⁡
⁡⁡⁡⁡

→ ⁡⁡⁡⁡𝑠(𝑄, 𝐷1) ≥ 𝑠(𝑄, 𝐷2)𝑠(𝑄,𝐷1)

= 𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷1). ln (1 +
𝑐(𝑡, 𝐷)

𝜇. 𝑑𝑓(𝑡)
) +

|𝑄|

|𝐷1|
𝑠(𝑄, 𝐷2)

= 𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷2). ln (1 +
𝑐(𝑡, 𝐷)

𝜇. 𝑑𝑓(𝑡)
) +

|𝑄|

|𝐷2|
 

𝑐(𝑡, 𝐷2) = 𝑐(𝑡, 𝐷1) then 𝑠(𝑄, 𝐷1) = 𝑠(𝑄, 𝐷2).               (8) 

3.5. LNC1 

In equation 9, it is shown that proposed method 
satisfies LNC1. 
 

{
𝑡 ∉ 𝑄⁡⁡⁡ → ⁡⁡⁡𝑐(𝑡, 𝐷2) = 𝑐(𝑡, 𝐷1) + 1⁡⁡⁡ → ⁡⁡⁡⁡𝑠(𝑄, 𝐷1) > 𝑠(𝑄, 𝐷2)

𝑡 ∈ 𝑄⁡⁡⁡ → ⁡⁡⁡𝑐(𝑡, 𝐷2) = 𝑐(𝑡, 𝐷1) ⁡⁡⁡→ ⁡⁡⁡⁡𝑠(𝑄, 𝐷1) = 𝑠(𝑄, 𝐷2)⁡⁡⁡⁡⁡⁡
⁡⁡⁡⁡→

⁡⁡⁡⁡𝑠(𝑄, 𝐷1) ≥ 𝑠(𝑄, 𝐷2)𝑠(𝑄, 𝐷1) = 𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷1). ln (1 +

𝑐(𝑡,𝐷)

𝜇.𝑑𝑓(𝑡)
) +

|𝑄|

|𝐷1|
𝑠(𝑄, 𝐷2) = 𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷2). ln (1 +

𝑐(𝑡,𝐷)

𝜇.𝑑𝑓(𝑡)
) ⁡⁡⁡⁡+

|𝑄|

|𝐷2|
                                                                                                     (9) 

3.6. LNC2 

In equation 10, it is shown that proposed method 
satisfies LNC2. 

𝑠(𝑄, 𝐷2) = 𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷2). ln (1 +
𝑐(𝑡,𝐷)

𝜇.𝑑𝑓(𝑡)
) +

|𝑄|

|𝐷2|
𝑠(𝑄, 𝐷1) = 𝑐(𝑡, 𝑄). 𝑐(𝑡, 𝐷1). ln (1 +

𝑐(𝑡,𝐷)

𝜇.𝑑𝑓(𝑡)
) +

|𝑄|

|𝐷1|
𝑐(𝑤,𝐷1)=𝐾.𝑐(𝑤,𝐷2) ⁡⁡⁡→ ⁡⁡⁡⁡𝑐(𝑤,𝐷1)>

𝑐(𝑤,𝐷2)⁡⁡⁡⁡⁡⁡1⁡⁡⁡⁡⁡                                            (10) 

 

Due to equation 1 of 10, 𝑠(𝑄, 𝐷1)>𝑠(𝑄, 𝐷2), 
|𝑄|

|𝐷|
 will not 

grow as much as 𝑐(𝑤, 𝐷), then 𝑠(𝑄, 𝐷1) ≥ 𝑠(𝑄, 𝐷2). 

3.7. TF-LNC 

In equation 11, it is shown that proposed method 
satisfies TF-LNC. 
 

𝑐(𝑞, 𝐷1) > 𝑐(𝑞, 𝐷2) then 𝑐(𝑞, 𝐷1) − 𝑐(𝑞, 𝐷2)>0 and, 

also  |𝐷1| = |𝐷2| + 𝑐(𝑞, 𝐷1) − 𝑐(𝑞, 𝐷2)  then |𝐷1| >
|𝐷2|                                                                      (11) 

 

 

Table 1: Weighting method constraints 

Formula TFC1 TFC2 TFC3 TDC LNC1 LNC2 TF-

LNC 

 
Pivoted 

 

 
Y 

 
Y 

 
Y 

 
Y 

 
Y 

 
C 

 
C 

 
Dirichlet 

 

 
Y 

 
Y 

 
Y 

 
Y 

 
Y 

 
C 

 
Y 

 
BM25 

 

 
C 

 
C 

 
C 

 
Y 

 
C 

 
C 

 
C 

 
PL2 

 

 
C 

 
C 

 
C 

 
C 

 
C 

 
C 

 
C 

 
Proposed 
Method 

 
Y 

 
Y 

 
Y 

 
Y 

 
Y 

 
Y 

 
Y 

 4. Comparison of Accuracy and Efficiency 

To compare the proposed method with three methods 

which were mentioned before, we need confusion matrix 

that are explained in next parts. Also we need TN, TP, FN, 

FP parameters owing to calculating accuracy and 

efficiency.[3,4] 

 

TN: Are correct but have been misdiagnosed by machine. 

TP: Are correct and have been diagnosed correctly by 

machine. 

FN: Are false and have been misdiagnosed by machine. 

FP: Are false but have been diagnosed correctly by 

machine. 

 

Accuracy and efficiency can be calculated by use of 

equations 12, 13 and 14.[5,6,7] 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑁+𝑇𝑃+𝐹𝑁+𝐹𝑃
                      (12)  

𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 = ⁡
2∗𝑅𝑒𝑐𝑎𝑙𝑙∗𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

𝑅𝑒𝑐𝑎𝑙𝑙+𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦
           (13) 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                              (14) 

Calculating parameters which are necessary from 

confusion matrix, is shown in tables 2, 3, 4 and 5. 

 

[

0⁡⁡⁡⁡⁡⁡0⁡⁡⁡⁡⁡⁡0⁡⁡⁡⁡⁡⁡0
25⁡⁡⁡234⁡⁡⁡⁡96⁡⁡⁡⁡3
0⁡⁡⁡⁡⁡⁡0⁡⁡⁡⁡⁡⁡0⁡⁡⁡⁡⁡⁡0
0⁡⁡⁡⁡⁡⁡0⁡⁡⁡⁡⁡⁡0⁡⁡⁡⁡⁡⁡0

] 

Okapi confusion matrix 
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Table 2: Okapi parameters from confusion matrix 

Forth row Third row Second row First row 

 

 
234 

 
234 

 
0 

 
234 

 
TN 

 
 

0 
 

0 
 

234 
 

0 
 

TP 
 

 
0 

 
0 

 
124 

 
0 

 
FN 

 
 

3 
 

96 
 

0 
 

25 
 

FP 
 

 

[

0⁡⁡⁡⁡0⁡⁡⁡⁡1⁡⁡⁡⁡0
0⁡⁡⁡⁡10⁡⁡⁡0⁡⁡⁡⁡0
0⁡⁡⁡275⁡⁡0⁡⁡⁡⁡0
0⁡⁡⁡⁡0⁡⁡⁡⁡3⁡⁡⁡17

] 

Dirichlet confusion matrix 

 

Table 3: Dirichlet parameters from confusion matrix 

Forth row Third row Second row First row 

 

 
17 

 
27 

 
17 

 
27 

 
TN 

 
 

3 
 

0 
 

10 
 

0 
 

TP 
 

 
0 

 
275 

 
0 

 
1 

 
FN 

 
 

0 
 

1 
 

275 
 

0 
 

FP 
 
 

[

391⁡⁡⁡1⁡⁡⁡⁡11⁡⁡⁡⁡5
0⁡⁡⁡⁡⁡0⁡⁡⁡⁡⁡0⁡⁡⁡⁡⁡⁡0
0⁡⁡⁡⁡⁡0⁡⁡⁡⁡⁡0⁡⁡⁡⁡⁡⁡0
0⁡⁡⁡⁡⁡0⁡⁡⁡⁡⁡0⁡⁡⁡⁡⁡⁡0

] 

Pivoted confusion matrix 

Table 4: Pivoted parameters from confusion matrix 

 

Forth row 

 

Third row 
 

Second row 
 

First row 

 

 

 
391 

 
391 

 
391 

 
0 

 
TN 

 
 

0 
 

0 
 

0 
 

391 
 

TP 
 

 
0 

 
0 

 
0 

 
17 

 
FN 

 
 
5 

 
11 

 
1 

 
0 

 
FP 

 
 

[

72⁡⁡⁡⁡0⁡⁡⁡⁡⁡0⁡⁡⁡⁡⁡⁡0
0⁡⁡173⁡⁡⁡⁡⁡0⁡⁡⁡⁡⁡⁡0
0⁡⁡⁡⁡⁡0⁡⁡⁡⁡37⁡⁡⁡⁡⁡⁡0
0⁡⁡⁡⁡⁡0⁡⁡⁡⁡13⁡⁡⁡⁡⁡11

] 

Proposed method confusion matrix 

Table 5: Proposed method parameters from confusion matrix 

 

Forth row 

 

Third row 

 

 

Second row 

 

 

First row 

 

 

 
282 

 
256 

 
120 

 
221 

 
TN 

 
 

11 
 

37 
 

173 
 

72 
 

TP 
 

 
13 

 
0 

 
0 

 
0 

 
FN 

 
 

0 
 

13 
 

0 
 

0 
 

FP 
 

 

For computing confusion matrix, we need a matrix which 

its rows are documents and columns are words that remain 

after preprocessing. Equation 15 shows an example. 

 

[

−1.6708⁡⁡ − 1.6708⁡⁡ − 1.6708⁡⁡ − 1.6707
−1.6708⁡⁡ − 1.6707⁡⁡ − 1.6708⁡⁡⁡ − 1.6708
⁡⁡−1.6708⁡⁡ − 1.6708⁡⁡ − 1.6708⁡⁡ − 1.6707
−1.6708⁡⁡ − 1.6708⁡⁡ − 1.6708⁡⁡ − 1.6707

]                  (15) 

 

Then this matrix will be an input for matlab for computing 

confusion matrix. After that accuracy and efficiency are 

computable. Table 6 shows the results of accuracy and 

efficiency comparison.  

Table 6: Comparison of accuracy and efficiency 

Formula Confusion 
Matrix 

Accuracy Efficiency 

Okapi 

[

𝟎⁡⁡⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟎
𝟐𝟓⁡⁡⁡𝟐𝟑𝟒⁡⁡⁡𝟗𝟔⁡⁡⁡𝟑
𝟎⁡⁡⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟎
𝟎⁡⁡⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟎

] 

80% 31% 

Pivoted 

[

𝟑𝟗𝟏⁡⁡⁡⁡𝟏⁡⁡⁡⁡⁡𝟏𝟏⁡⁡⁡⁡𝟓
𝟎⁡⁡⁡⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡𝟎
𝟎⁡⁡⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟎
𝟎⁡⁡⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟎

] 

97% 36% 

Dirichlet 

[

𝟎⁡⁡⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟏⁡⁡⁡⁡⁡⁡𝟎
𝟎⁡⁡⁡⁡⁡𝟏𝟎⁡⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟎
𝟎⁡⁡⁡⁡𝟐𝟕𝟓⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟎
𝟎⁡⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟑⁡⁡⁡⁡⁡⁡𝟏𝟕

] 

50% 47% 

Proposed 
Method [

𝟕𝟐⁡⁡⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟎
𝟎⁡⁡⁡⁡𝟏𝟕𝟑⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟎
𝟎⁡⁡⁡⁡⁡⁡𝟎⁡⁡⁡⁡⁡⁡𝟑𝟕⁡⁡⁡⁡⁡𝟎
𝟎⁡⁡⁡⁡⁡⁡𝟎⁡⁡⁡𝟏𝟑⁡⁡⁡⁡⁡𝟏𝟏

] 

97% 90% 

 

A code that give us an input matrix for computing 

confusion matrix has some steps as below: 

1. A query is written by user. 

2. Eliminating stop words. 

3. Allocating weight to words by use of one of 

weighting methods. 

4. Creating output matrix(which is input in matlab 

to calculate confusion matrix) 
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In figure 1 a schema of an output matrix based on 

proposed weighting method is shown. 

 

 
Fig. 1 weighting matrix. 

 

To calculate confusion matrix in matlab some steps has 

been taken: 

1. Test set is created. 

2. A random order is created. 

3. Sorting input matrix and test matrix based on 

random order which was created before. 

4. Learning set is created. 

5. Sample set is classified based on test and learning 

sets. 

6. Confusion matrix is created. 

 

Figure 2 shows a confusion matrix based on proposed 

method in matlab. 

 

 
Figure. 2 Confusion matrix in Matlab. 

5. Implementation 

Text mining and sentiment analysis such as analyzing 

user’s comments can be implemented by using c#.net 

programming framework. In figure 3 shows a summarized 

flowchart of an implemented code for ranking user’s 

comments based on proposed method. 

 

 
Figure. 3 Implemented code flowchart. 

 

Implemented code is consist of 2 parts, dataset preparation 

and ranking comments. As is shown in figure 3, first of all, 

user insert a query in the weighting part and query is sent 

to preprocessing part. After that, words are weighted based 

on proposed method. Then a sorted list is created by use of 

cosine similarity. 

 

Overally, all the steps that has been taken due to ranking 

comments are as follow: 

1. A query is written by user. 

2. Eliminating stop words. 

3. Price and property of a product is inserted by 

user. 

4. Words are weighted based on proposed method. 

5. Documents are ranked based on cosine similarity. 

6. Ranked comments are shown. 

 

Implemented code is in c#.net framework for ranking 

user’s comments. 

 

First user insert a query, price and property after that the 

ok key is selected all of the calculations and computations 

are done. Then, cosine similarity is calculated by use of 

equation 16.[8,9] 
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Similarity=
𝑗⁡. 𝑞

→
𝑑
→

| 𝑗𝑑
→ |.| 𝑞

→ |
=

∑ (𝑤𝑖𝑗.𝑤𝑖𝑞)
𝑡
𝑖=1

√∑ 𝑤𝑖𝑗
2 .∑ 𝑤𝑖𝑞

2𝑡
𝑖=1

𝑡
𝑖=1

 (16) 

Where 𝑗𝑑
→

 is document vector, 𝑞
→

is query vector, 

| 𝑗𝑑
→ |  is size of document vector, | 𝑞

→ |  is size of 

query vector. 𝑤𝑖𝑗  is a weight of word I in document j 

and 𝑤𝑖𝑞  is a weight of word I in query q. 

 

Figure 4 is an example of Proposed product to user based 

on below query and ranked comments by use of proposed 

weighting method. 

 

Query: I want a good android smart phone, without any 

lack and also simple working not difficult one like iPhone. 

 

 
Figure. 4  Sample output. 

6. Dataset  

 

We couldn’t find profitable dataset, so we collect a dataset 

from Amazon.com in the period of times about 2 months. 

This dataset is about cellphones by 2 property (price and 

operating system type). Figure 5 shows dataset program’s 

flowchart. 

 

 

Figure. 5 Gathering Dataset flowchart. 

As is shown in figures 6 and 7, all the steps are such as 

figure 6. 

 

 

Figure. 6 Gathering Dataset program (steps 1 and 2). 
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Figure. 7 Gathering Dataset program (step 3) 

7. Conclusion 

One of the crucial usage of weighting methods is in text 

mining and information retrieval. Nowadays, ranking 

user’s comments plays a vital role owing to its important 

help to users for selecting the best product and also help 

the producer to know best about their products in user’s 

point of view.  

Using one of the weighting methods is so important due to 

ranking comments. Weighting methods are comparable in 

2 aspects. Proposed method in this research can satisfy 

these 2 aspect as well. It can satisfy all the 7 constraints 

and also it has better accuracy and efficiency in 

comparison to similar methods such as Okapi, Pivoted and 

Dirichlet. Another advantage of this research is its 

recommendation to user about a product he needs.  

Figure 8 shows a comparison between proposed method 

and similar ones. 

 

Figure. 8 Comparison of accuracy and efficiency. 

Generally, this research’s benefits are: 

1. User can specify the category of the product. 

2. User can determine 2 important property about 

product. 

3. Others comments can be used in field of each 

product. 

4. Weighting methods which was proposed has a 

better accuracy and efficiency in comparison to 

others. 

Although obtained results show a good performance of the 

proposed method, we can’t claim that it is the best method. 

The aim of this study was to use the results to provide 

useful suggestions to the user, but the results can be used 

for other purposes, too. 

 Some future works are: 

o Improve executive order to enhance the speed of 

ranking. 

o Use proposed method for showing results to the 

owners of online communities. 

o Integrate database issues and user personal 

profile’s information, in order to omitting the 

stage of sending gathered information from user. 
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