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Abstract 

Mobile phones have evolved very rapidly from black and 

white to smart phones. Google has launched Android 

operating system (OS), based on Linux targeting the smart 

phones. After this, people became addicted to these smart 

phones due to the facilities provided by these phones. But the 

security leaks possess in Android are the big hurdle to use 

it in a secured way. The Android operating system is mostly 

used because it is an Open Source/freeware and most of its 

applications are also freely available on different online 

applications stores. To install  any application,  we  must 

accept  the  terms  and conditions  regarding  the access  to 

multiple part of device and personal information, otherwise 

unable to install these free or paid applications.  The main 

problem is that when we allow the access to multiple 

parts of our device and our personal information, the 

inherited security leaks become more vulnerable to threat.  A 

very simple and handy solution is that we only install the 

applications that are positively reviewed by other users who 

already installed and are still using these applications. We 

implement the Decision Tree, a machine learning technique, 

to analyze these positively reviewed application and make a 

recommendation  whether to install them in the device or 

not. 

Keywords: Android, Decision tree, Machine Learning 

Technique, Social Impact, Entropy. 

 

1. Introduction 

 
Mobile devices have become essential part of our life.  

These  mobile  devices, especially   mobile  phones  have  

evolved very  rapidly  [1]  from  a  simple  mobile phone  

with a black and white  display  to smart phones with 

color display.   These smartphones not only make usual 

phone calls and SMS’s but also read documents, create   

presentation, enjoy   audios   and videos,   play   games,   

and   surfing   the internet [2]. The Google introduced 

“Android” as its first open platform operating s y s t e m  

f o r  mobi le  d e v i c e s , i n 2007 [3]. Now android has 

become the largest  operating  system  for  mobile devices  

and  on  every  passing  day,  more than one million 

devices worldwide are being activated on android [4]. 

Android is extensively used open source operating system 

for mobile devices under the Open Handset Alliance [5] 

which makes it compatible with several hardware (devices 

and architectures) and software (applications).  The 

popularity of Android has also been increased due to 

availability of source code with no cost [6].  Now android 

has become a standard for hardware manufacturer as well 

as software developers. Android provides you a world- 

class platform for creating apps and games for android 

users everywhere, as well as an open marketplace for 

distributing to them instantly [7].   

The Android operating system (OS) was built on Linux 

Kernel [6] and specially designed to run on mobile 

devices. In spite of gaining popularity with every   

passing   day   [8],   these   mobile devices are also 

facing numerous security threats [9] [10].  

In August 2010, a report from Essential Security against 

Evolving Threats (ESET) security   systems   shows   the   

past   five months  description  in which  65%  of  the 

threats were reported and if we categorize these threats, 

30% are available for download in different markets, 37% 

spread through SMS  and  60%  threats  are transferred  

through one device to another [11]. 

In year 2012, two departments of USA, the department of 

justice and the homeland security also issued a report in 

which these departments have shown that 79 percent of 

mobile OS malware threats over the whole world took 
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place over the android platform while the 0.7 percent 

threats have been detected over iPhone Operating System 

(IOS) platform [12]. The public sector organizations  

suggested  their workers  not to  use  the  android  due  to  

its  security threats. The report indicated that android is 

the main target for such attacks due its enormous market 

shares, free of cost behavior   and   open-source   

architecture [12]. 

In 2014, another report from Kaspersky labs stated that 

14900 new malicious programs have been added in 

database of Kaspersky in 1st 
 
quarter of 2012 while this 

figure   increased   by t h r e e  t i m e s  i n  2 n d  quarter of 

the same year [13]. The reason behind this huge number 

of attacks is that the android d ev ices  a re  based on 

Linux which is an open source and can easily be 

exploited to create different malicious applications. These 

applications can easily bypass the android permissions 

system to complete the installation process.  

A   very   large   number   of   applications (freely or for 

some cost) are available on different   online 

a p p l i c a t i o n s    stores   like Google Play Store, 1 

Mobile Market and many others. These applications have 

become  the  vital  part  of  mobile  devices and  without  

these  applications  these devices lose their importance. 

The applications, for  example, Facebook, Skype, 

WhatsApp, Viber, MS Office 365 and many others are 

the beauty of smartphones and due to these applications 

the usage of smartphones has increased. These  and  many  

other  available applications  are  very  user  friendly  and 

make the user more productive and connected with others 

at any-time, anywhere. Users just only view the 

application and try to install the application without 

knowing the security threats about the application. 

Whenever a user wants to install an application, this 

process requires an access to the multiple parts of device 

and personal information and if user denies granting the 

access, he or she   will   not   be   able   to   install   the 

application [14]. 

Many other system [15] [16] [17] [18] have been devised 

that work on intrusion detection systems but they do not 

analyze the social impact on the application which is a 

very easy way to differentiate a trusted application from a 

non-trusted one. However, some research works [19] 

[20] have also analyzed the social impact in another way.  

This paper mainly describes a very handy and easy to 

access information for checking the social impact of any 

software with the help of Decision Tree.  Every 

application, whenever anyone tries to install, gives 

information of total downloads, user reviews, ranking 

given by the users and many other information. 

As we   know   that   the   bulk   of   data   or applications  

are  available  on  the  internet but due to the enormous 

number of users, all the data or applications are reviewed 

or commented  by the users [19] [20]. These 

reviews/comments  are  equipped  with  the rating  in  

term  of  five  stars  or  numbers from 0 to 5. These 

rating are very helpful in a way that the concerned 

data/application has an overall behavior among the current 

users. 

In this paper, we have inspected the usefulness to classify 

the applications on the basis of available information by 

applying machine learning technique like decision tree 

[21]. This inspection is based on certain aspects.  When 

anyone tries to download    an   application, the system 

checks available application’s information and decides 

whether to install this application or not. 

As part of the effort to prevent the threat happening, we 

are trying to help the users install these applications in a 

way by categorizing these applications either positive or 

negative on the basis of information available on 

application stores from current users of these applications. 

We are introducing a proactive approach to install the 

applications on the basis of available information which 

can reduce the chances of threat. 

 

 

2. Proposed Solution 

 
In this paper, we have worked on available information on 

application stores especially the total number of 

downloads, ranking in the form of stars or in the form of 

numbers from 1 to 5 and the recent feedbacks or reviews 

of the users.    It is very convenient to use this 

information because there are huge numbers of reviews 

available even for a recently launched application. 

The reviewers of any application often recapitulate their 

overall opinion about that application in the form of 

ratings and this information will be used for Decision 

Tree. So, we do not need any kind of manual data for 

application evaluation purposes. Same type of research 

work has been found in [22]. 

As d i s c u s s e d  earlier, there   are s e v e r a l  online   

application   stores   but   the   data source,   selected   in   

this   paper,   is   the Google Android store which is a very 

huge database for this purpose and contains thousands of 

applications with hundreds and thousands of reviews 

even for a very fresh application available in app store. 

Another reason is that the Google app store ratings or 

reviews are in the form of stars and numbers from 0 to 5 

which can be converted or used in numerical values for 
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analysis purpose. The analysis result is in the form of 

positive or negative which recommends whether  an 

application should be installed or not.  In this paper, 

Decision Tree has been used for analysis purpose. 

 

2.1 Decision Tree 
 

Decision Tree is a best choice to apply in this scenario 

because other algorithms do not have ability to generate 

proper results accordingly because of some 

imperfections inherited in them. The other algorithms 

are List-Then-Eliminate, Find-S   and Candidate 

Elimination methods are not suitable in this scenario 

due to some of these listed limitations [23]: 

 

2.1.1 List-Then-Eliminate Algorithm: 

• This algorithm can only be applied when we 

have finite Hypothesis Space (H). 

• This algorithm requires to find all hypothesis 

in H, which is an improbable approach. 

 

2.1.2 Find-S Algorithm: 

• This algorithm cannot tell whether it has 

learned concept or not. 

• This      algorithm      cannot      give information 

about any inconsistency in the training data. 

• This   algorithm   only   selects   the most 

specific hypothesis h, that’s why is called Find-

S. 

• A complete hypothesis space may contain 

more than one consistent hypothesis but this 

algorithm only selects the most specific one. 

 

2.1.3 Candidate Elimination Algorithm:  

 The Candidate-Elimination algorithm covers 

many limitations of the List-Then- Eliminate 

and Find-S algorithms but still it has some 

shortcomings in it: 

•    This we   want   to   classify   a   new 

instance, it can only be classified if all the 

selected consistent hypotheses (Version 

Space) agree on the classification. 

•    This target concept (say c) should exist  

     within the hypothesis space H. 

•    This algorithm    does   not   have disjunctive  

    learning ability. 

•    This a l g o r i t h m  c a n  o n l y  i d e n t i f y   

    noisy   data. 

 

Decision Tree approximately resolves all these stated 

problems, however it has its own limitations. But in so 

far our scenario is concerned, it is the best one because 

we have discrete value attributes on which we decide 

whether to install the application or not. In decision tree, 

each inner node evaluates the attribute while each branch 

corresponds to the attribute value and at the end leaf 

nodes represent the classification for new instances. This 

representation has  built in conjunction and 

d i s j u n c t i o n    properties,   for e x a m p l e  each path 

has conjunctions of attribute evaluation while Decision 

Tree itself is disjunctions of these paths (conjunctions). 

The Decision Tree is Preference Biased which means 

that the hypothesis space is complete (target function 

must be there) but the search is incomplete (missing 

some attributes while constructing the Decision tree). 

The basic Decision Tree has been implemented by the 

algorithm ID3 which has a drawback that we cannot 

back track it. The same algorithm has been adopted in 

many other research studies like [24]. The proposed 

model used for our research analysis is: 

 

 
 

Fig. 1. The Abstract Model 

 
Following 15 training examples have been taken to 

construct the decision tree: 
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Table 1. Real time Training Data for 15 applications with their 

classifications 

 

 

2.1.4 Selection of Attributes as nodes in 

Decision Tree: 

In this paper, the ID3 algorithm has been used for 

constructing the Decision Tree. The ID3 algorithm tests 

attributes to place the nodes at each level of Decision 

Tree. The finest way to find the best suitable attribute 

for a node or root node is Information Gain, a statistical 

quantitative measure,    which   defines   how   well   a 

selected attribute splits the training examples according 

to the target function. The calculation of Information 

Gain (IG) assists in selecting the attribute to classify the 

examples at each level, the root node has been selected 

on the basis of maximum information gain from all 

attributes. 

 
Table 2. Training examples distribution 

Positive Examples 
Negative 

Examples 
Total Training 

Examples 

10 05 15 

 

Now calculate the entropy, which describes the 

impurity of an arbitrary collection of examples S, in 

our scenario the collection comprises fifteen training 

examples.    For   the   collection    S   that contains 

positive and negative examples of target concept, the 

entropy relative to this Boolean classification is 

0.9182 using the following formula: 

 

Entropy (S) ≡  ‒ pᶞ  log2  pᶞ  ‒  pᵩ  log2  pᵩ  

    

        Eq. (1) 
 

The calculation for Information Gain, from collection 

of training examples S and attribute   A,   has   been   

done   using   the formula: 

 

Gain (S,A) ≡ Entropy (S) ‒  Σ        |Sѵ| Entropy (Sѵ) 

               Ѵ € Values(A)  |S| 

         Eq. (2) 
 

Table 3. Overall Information Gain of all attributes 

Attributes Entropy 
Information 

Gain 
(IG) 

Ranking 
based on 
IG 

Google app 

store 
0.9182 0.2515 1

st 

Ratings 0.9182 0.00 4th 
Latest 30 

comments 0.9182 0.1893 2nd or 3rd 

Downloads 0.9182 0.1893 2nd or 3rd 

 

From the above table, it is clear that the Google app 

store is the best classifier and selected as the root 

node on the basis of maximum Information Gain. 

After selecting the root node, now move further to 

select the other attributes as sub-node(s) of root 

nodes on the bases of IG.  The entropy of Google app 

store is 1 based on training examples. The IG values 

of other attributes under the Google app store are 

given as: 

 
Table 4. Information Gain of attributes based on Google app 

store 

Attributes Entropy 
Information 

Gain 

(IG) 

Ranking 
based on 

IG 
Ratings 1 0.1081 2

nd 
or 3

rd 
Latest 30 

comments 1 0.2365 1st 

Downloads 1 0.1081 2
nd 

or 3
rd 

 

Now the level 2 node has been selected based on 

maximum IG calculated from the remaining attributes. 
 

 

 

 

 

 

 

S. 

No. 

 

App 

Name 

Google 

App 

Store 

 

Rating 

Rating in 

latest 30 

comments 

 

Application 

Downloads 

 

Classification 

1 
Face Book 

Messenger 
Yes 4.1 122 1000000000 Positive 

2 
Latest 

Android 
No 4.2 104 200000 Negative 

3 

Whats 
App 

Messenger 
Yes 4.4 110 5000000000 Positive 

4 

Subway 
Train 

Rush 
Yes 3.7 111 1000000 Positive 

5 
360- Antivirus 

Security Free 
Yes 4.5 117 5000000000 Positive 

6 
Free 

Password 
No 3.5 68 250000 Negative 

7 

Simulator 
Laser 

Game 
Yes 3 42 1000000 Negative 

8 
Blurb 

Check Out 
Yes 2.1 41 100000 Negative 

9 
Bubble 

Blast 
No 4.8 106 150000 Negative 

10 
Rabbit 
Rush 

No 3.5 53 10000000 Negative 

11 
Temple 
Run 2 

Yes 4.3 107 1000000000 Negative 

12 

Candy 

Crush 

Saga 
Yes 4.4 111 1000000000 Positive 

13 
Electric Screen 

WallPaper 
Yes 3.4 110 5000000 Negative 

14 

Toilet & 
Bath Room 

Rush 
Yes 3.6 101 1000000 Negative 

15 
Mobile 

Hacker 
No 4.8 123 20000000 Negative 
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Table 5. Information Gain of attribute based on Latest 30 

comments 
Attributes Entropy Information 

Gain 

(IG) 

Ranking 

based on 

IG 

 

Ratings 

 

0.994 

 

0.1104 

 

 
2nd  st 

 
Downloads 

 
0.994 

 
0.1832 

 
1st

 

 
 
The attribute under the Latest 30 comments attribute 

has also been selected based on maximum IG calculated 

from the remaining attributes and placed at level 3. The 

only remaining attribute is rating, which is placed at 

level 4. The following decision tree has been 

constructed according to the above information: 

 

 

 

 

Fig. 2. Decision Tree before pruning 

 

But this decision tree has an issue that is, the 

examples which have Google app store is yes, Latest 30 

ratings >= 100, Downloads    <   500000   and   Rating   

is between 4.5 and 2 (terminal values are excluded) 

have not been classified. For decision making process, it 

is necessary to apply   the   post   pruning   technique   of 

decision tree so that all examples are classified as 

positive or negative. As there are more negative 

examples for rating between 4.5 to 2, so, all the 

examples are negatively classified.  The final decision 

tree after post pruning is as under: 
 

 
 
 

Fig. 3. Decision Tree after pruning 
 
The Pseudo code for the final decision tree is: 

 
 

Level  1.   Check   the   availability   from Google 

App Store 
 
     Application  would  be   further checked at Level 2 

 Application would not be installed 
 

  Level 2.  Check the latest 30 comments 

    Aggregate rating >=100 (out of 150) 
 
    Application would be further checked at Level 3 

  Application would not be installed 

 

Level 3. Check the numbers of downloads 

>=500000 
 

Application would be further checked at Level 4 

Application would not be installed 
 

Level 4.  Check the overall application rating >=  

4.5 

Application would b e  c l a s s i f i e d  positively 

and installed 

Application would not be installed if the  

overall rating < 4.5 

 

After checking the given testing examples on the final 

constructed decision tree, following results have been 

found: 
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Table 6. Real time Testing Data for 15 applications with 

their classifications 

 

 

 

All the testing examples are classified correctly. These 

values can be adjusted to discrete values if there is any 

restriction for example the 4.5 can be rounded to 5 etc. 

Also application markets other than Google app store are 

not reliable and most likely to be vulnerable to the 

threats that are why we reject all other types of markets in 

our example. 

 

3. Conclusion 

 

The proactive approach, described in this paper, cannot 

prevent all the threats but can reduce the probability of 

threat happening. There are always back doors or security  

holes  even  in a  very  secure  OS and we are always 

trying to mitigate them but  cannot  stop  them  all.  In  the  

same sense, we apply a machine learning technique  that  

filters  the  malicious program on the basis of social 

impact (previous  and  current  comments  or feedback from 

users) and recommends whether to install the application or not. 

 
 
 
 

4. Future Work 

 

 Until now, we have applied the Machine Learning 

Technique (Decision Tree) which decides on the basis of 

given stars or numbers rating by the users. In future, our 

aim is to apply an extra layer to filter the applications by 

analyzing the written comments through Natural 

Language Processing (NLP). The users not only give stars 

or numbers rating but they also give description which 

contains more precise knowledge about the behavior of 

applications. 
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