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Abstract 

The cloud computing as a ubiquitous paradigm could provide 
different services for internet users and Information Technology (IT) 
companies through datacenters located around the world. However, 
cloud provider faces several problems such as security and privacy 
issues in cloud datacenters.  Hence, cloud provider has to handle 
security challenges to gain more profit. In this paper, a Security-
Aware Dispatching and Migration model for the virtual machines is 
proposed in order to prevent Service Level Agreement (SLA) 
violation. The approach considers the lowest violation in required 
security preservation as the most significant factor for execution of 
VMs. The results show that lower SLA violation is achieved in our 
method compared to other common methods. It is also shown that the 
SLA Violation has an exponential relationship with the VM 
computational capacity which is defined by Million Instructions Per 
Second (MIPS). 
Keywords: Cloud computing, Security Provisioning, Dispatching, 
Online Migration 

1.  Introduction 

   Cloud computing as a ubiquitous paradigm offers scalable 
on-demand services to users through various datacenters 
(DCs) located around the world with greater flexibility and 
lesser infrastructure investment [1,2]. Users anywhere in the 
world can access anything as services such as infrastructure, 
platform, and software from the cloud and pay for only the 
service they use. Also IT companies can benefit from this new 
paradigm by eliminating the need to maintain an in-house 
datacenter by migration of their own data to a cloud datacenter 
[3].  
 

On the other hands, security and privacy issues are the greatest 
concern for cloud providers and the biggest challenge for the 
adoption of Cloud. To solve these problems, applying the 
security-aware techniques is vital for the cloud providers. Users 
have different concerns about security and privacy of their 
data. As a result, the public adoption of cloud services will be 
depended on the desirable security needs of companies and 
users; and abilities of cloud provider to satisfy them [4,5]. 
 

Service Level Agreements (SLA) is a contract negotiated and 
established among users and cloud provider that formalize 
performance metrics and QoS parameters such as deadline, 
throughput, response time or latency. Also, Cloud service 
providers often establish a Service Level Agreement to 
highlight security and privacy issues of the submitted services. 

For instance, when users submit their application with different 
security level constraint to the system, they expect that system 
is able to meet their security constraints with maximum success 
probability [6]. For this reason, we proposed a security-aware 
algorithm in cloud environment to reduce security violation in 
dispatching of submitted VMs. Moreover, security-aware 
migration of virtual machines is another way to reallocation of 
VMs based on the security constraints in our proposed method. 
Another application of VMs migration is that VMs can be 
consolidated to minimize number of physical machines (PMs) 
and idle PMs can be turned off subsequently [7]. 
 

   In this paper, in order to satisfy security requirements of 
submitted VMs in cloud environment, we propose a Security-
Aware Dispatching model and security-aware migration of 
virtual machines between physical machines by considering 
variation in security levels of VMs. We consider SLA 
Violation when a submitted VM cannot run on a desirable 
physical machine from security aspects. 
 

   The remainder of this paper is organized as follows: we 
address the related work in section 2. The system model 
including Datacenters model, virtual machines model, security 
model are described in Section 3. The Heuristic algorithm is 
presented in section 4. Then Experimental results are provided 
in Section 5. Finally, Section 6 concludes the paper. 

2.  Related Work 

 In [8], authors explain the new risks that face 
administrators and users of a cloud's image repository. To 
address these risks, they propose an image management 
system that controls access to images. 
Ning Cao in [9], defined and solved the challenging problem 
of privacy-preserving multi-keyword ranked search over 
encrypted cloud data and establish a set of strict privacy 
requirements for such a secure cloud data utilization system to 
become a reality. Also in [10], a large amount of research 
work has dealt with the characterization of cloud computing 
and an efficient privacy preserving keyword search scheme in 
cloud computing is proposed. 
 

In [11], authors describe  how  the combination  of  existing  
research  thrusts  has  the  potential  to alleviate  many  of  the  
concerns  impeding  adoption to cloud. The paper [12] 
introduces a Trusted Third Party, tasked with assuring specific 
security characteristics within a cloud environment. 
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In [13], PasS (Privacy as a Service) has been presented as a set 
of security protocols for ensuring the privacy and legal 
compliance of customer data in cloud computing architectures. 
S.pearson in [14], describes a privacy manager for cloud 
computing, which reduces the risk to the cloud computing user 
of their private data being stolen or misused, and assists the 
cloud computing provider to conform to privacy law. 
 

In [15], authors seek to begin the process of designing data 
protection controls into clouds from the outset so as to avoid 
the costs associated with bolting on security as an 
afterthought. In [16], authors  investigate  the complex  
security  challenges  that  are  introduced  by the trend towards 
Infrastructure as a Service (IaaS) based  cloud  computing. 

3.  System Model 

In this paper, several physical machines distributed in the 
one cloud datacenter are described. As depicted in Fig (1), the 
Security-Aware Dispatcher acts as an interface between 
physical machines and cloud users.  

 
Fig.1 Security-Aware Dispatcher Model in cloud datacenter 

The Security-Aware Dispatcher must distribute VMs 
among physical machines based on parameters like Security 
and Performance. It is assumed that physical machines are 
homogeneous with respect to the  computational capacity. 
Each physical machine has a local manager in order to handle 
the running and migration of  VMs.  The local manager 
monitors the execution of VMs and issue orders for VM 
migrations. A submitted VM could be easily migrated between 
different physical machines by assuming that there is network 
connection between for each pair of physical machines. Also, 
the approach of this paper considers the time delay caused by 
the network in the used VM migration timing model. 

3.1 Jobs and Virtual Machines Model 

    Users submit their VMs to the Security-Aware Dispatcher 
with a security requirement parameter.  In this model, each 

VM has a specific security-level that should be satisfied by the 
cloud provider. Furthermore, each job has a specific execution 
time and computational capacity such that each VM is 
modelled as the following:  

 

where ti and mi indicate the execution time of ith VM and 
computational capacity (MIPS) of submitted VM, and in this 
model ri and si represent the amount of requested RAM and 
the Security-Level of ith VM, respectively. These virtual 
machines must meet the Security-Level constraints of the 
cloud users.  
 

3.2  Security Model 
Since security attacks frequently occur in a cloud 

environment, the continuous monitoring of VMs is 
indispensable. After the first allocation of VMs between 
physical machines, the local manager should check out the 
status of VMs for their security conditions. In this paper, we 
consider that each server configured with different security 
characteristics. The dispatching that is unaware about security 
could lead to disastrous results in cloud datacenters. The local 
managers must monitor the security of VMs continuously and 
manage the VMs according to their security needs in order to 
prevent critical information being attacked by malicious 
insiders. Moreover, when some processors are released by 
their VMs, local managers should inform the Security-Aware 
Dispatcher that their physical machines are ready to accept 
new VMs. Then, Security-Aware Dispatcher is able to migrate 
VMs between physical machines in order to gain higher 
security level for running VMS. Consequently, VMs could be 
migrated to another available physical machine to enhance the 
total security of cloud datacenter. 

4.  Heuristic Algorithm 

    Our goal in this paper is introducing an approach for 
allocating VMs to the physical machines and then monitoring 
their running status and handling security attacks that may be 
occurred for them. First, users submit their VMs with their 
requirements to the Security-Aware Dispatcher. The Security-
Aware Dispatcher sort VMs and physical machines based on 
their security-level into decreasing order in separate lists. 
Then, Dispatcher takes the VMs from the VM's lists and 
assign each one to the first server in the server's list with 
adequate computational capacity. 

 This algorithm could provide a fast solution, involving 
placing each VM into the first physical machine in which it 
will fit. It requires Θ(n log n) time, where n is the number of 
VMs to be assigned. The algorithm was improved by first 
sorting the list of VMs into decreasing order (sometimes 
known as the first-fit decreasing algorithm). 

    The Dispatcher could distribute virtual machines among 
physical machines based on their required MIPS and security-
levels. The main goal of the Security-Aware Dispatcher is 
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allocating each virtual machine to a physical machine in the 
cloud environment that could schedule assigned VM and has 
minimal violation in the security provisioning. In order to 
schedule virtual machines on each physical machine, the 
following conditions should be met [6]: 

  

where PMcap represents processing capacity of each physical 
machine. This means that multiple virtual machines could be 
allocated to each physical machine if their total required MIPS 
be less than physical machine capacity. 

    Unfortunately, due to insufficient available resources in the 
cloud datacenters, the initial allocation through the Dispatcher 
would not be efficient during the running time. Hence, local 
managers must constantly monitor the completion time of 
virtual machines to be able to act an appropriate response for 
efficient reallocation. After completion of VMs, their 
computational capacity would be released and be available to 
be used by another VMs. For this reason, in proposed model, 
VMs could migrate to the physical machine with higher 
security level which has adequate released computational 
capacity. The migration time of each virtual machine is 
calculated according to the amount of RAM of each VM and 
available bandwidth between physical machines. Hence, VM 
migration time could be calculated as following: 

 
 
where rvm represents the amount of RAM used by the 

virtual machine. Also, bwik indicate the amount of available 
bandwidth between ith and kth physical machines.  

5.  Experimental Result 

5.1 Simulation Setup 

In this paper, the CloudSim simulator is used for the 
simulation of physical machines and cloud environment. To 
accomplish this, the following components were added to our 
simulation model: 

 

• Migration of virtual machines between physical 
machines. 

• Physical machines equipped with different security 
levels.  
 

Several physical machines with different security level 
included Very Low security levels (1), Low security levels (2), 
Medium security levels (3), High security levels (4), Very 
High security levels (5), have been simulated in CloudSim 
Toolkit. Physical machines are homogeneous with respect to 
the computational capacity. However the security levels of 
physical machines are heterogeneous. In this study, five 
security requirements for each VM are considered. Minimum 
and maximum security requirement of each VM are 
considered similar to security levels of physical machines. 
Also, it is assumed that SLA Violation time is equivalent to 

the time intervals which VMs are executing on a server that 
could not satisfy user's expected security level. 

 

The additional assumption is that there is a network 
connection between each pair of physical machines to migrate 
virtual machines. Available bandwidth between each of them 
is selected from the range of 1 Gbit/s to 4 Gbit/s. The cloud 
provider revenue was set to the subtraction submitted VM 
profit and SLA Violation Cost in order to compare the 
proposed algorithms.  
 

The VMs have different security levels, such that, a VM is 
profitable for the provider when it is executed on the expected 
secure physical machine in its execution time period. It is 
assumed that 500 VMs arrive at time 0. The MIPS of each VM 
is selected randomly from 250 to 1000 and its security level is 
determined from 1 to 5 randomly. The amount of RAM for 
each virtual machine is selected between 1000 MB to 4000 
MB based on the amount of MIPS that must be supported by 
them. The computational capacity in physical machines is 
equal to 1000 MIPS. In this model, after completion some 
VMs, the Dispatcher compare the security levels between 
VMs which are running on undesirable physical machines and 
then select VMs with higher security needs in comparison to 
others. Afterwards, Dispatcher migrate selected VMs to their 
appropriate physical machines. We consider that monitoring 
of VMs completion is accomplished every 5 seconds. In 
addition, we compared the proposed algorithms based on the 
SLA violation on different number of submitted VMs. 

5.2   Simulation Results 

In this paper, we consider two assumptions for evaluation 
of different proposed methods. First assumption is related to 
distribution model of VMs. The algorithm employs Security-
Aware Dispatching (SAD) if VMs distributed according to 
their security needs; otherwise, virtual machines are 
distributed based on the Simple Consolidation Method (SCM) 
which is non-aware about security. In consolidation method, 
we sort VMs only based on their computational capacity, and 
then distribute VMs on physical machines in order to use 
minimal physical machines. The second assumption is about 
having or not having VMs migration policy between physical 
machines. For example, we call Security-Migration (SM) for 
our policy to migrate VMs based on the security policy and 
Consolidation-Migration (CM) for migration based on the 
consolidation policy. Therefore, we name our method SAD-
SM. This means that virtual machines are distributed based on 
the security level of each VM and physical machine and they 
could migrate between physical machines in accordance with 
release of occupied resources. 

  By using several simulations we have shown that SLA 
Violation of our method significantly is lower than other 
methods. Comparing our algorithm (SAD-SM) with SCM-CM 
and SAD without migration is depicted in Fig (2). The vertical 
and horizontal vectors represent Normalized SLA Violation 
and VM Numbers, respectively. 

  SLA Violation in the SCM-CM is higher than our migration 
method. Because, it is assumed SCM-CM method is non-
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aware about security issue and only consolidate VMs to the 
physical machines.  But in our method, assigning one VM to 
each physical machine and migration of VM try to prevent 
security violation and subsequently reduces SLA Violation. 
Moreover, it is clear that Security-Aware Dispatching without 
migration lead to increase inflexibility of the model and hence 
increase SLA Violation. 

 
Fig. 2 SLA Violation comparison between different models 

 
 

In addition, we have evaluated and drawn impact of VM 
MIPS on SLA Violation in Fig (3). Generally, we changed VM 
MIPS in order to evaluate impact of VM computational 
capacity requirements on SLA Violation. 

 
Fig.3 Impact of VM MIPS on SLA Violation 

Subsequently, we examined proposed methods in different 
VM MIPS including Very Low (MIPS=250-500), Low 
(MIPS=500-750), Medium (MIPS=750-1000), High 
(MIPS=1000-1250), Very High (MIPS=1250-1500). Clearly, 
the increase of MIPS lead to decline of available resources in 
physical machines. As a result, the SLA Violation is increased 
due to the reducing capacity of high security physical 
machines and they do not have enough capacity for submitted 
VMs. As seen in Figure (3), the SLA Violation of proposed 
methods is increased exponentially with the increase of VM 
MIPS. 

6.  Conclusion 

    The cloud computing in its development way has faced 
many problems like Security and Privacy issues. Ignoring 
these problems could lead to disaster in results for cloud 
provider. So, we proposed a Security-Aware Dispatching and 
Migration model for virtual machines to manage security 
needs to prevent SLA violation by considering variation in 
security requirements. In this paper, we consider the lowest 
increase in SLA Violation for desirable security of users as the 
most significant factor for management of each VM. Our 
method could achieve lower SLA violation compared to other 
proposed methods. Moreover, we have shown that the increase 
in VM MIPS has an exponential relationship with the increase 
in SLA Violation of security in our method. 
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