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Abstract
Extraction and representation of spatial relations semantics among 
objects are important as it can convey important information about 
the image and to further increase the confidence in image 
understanding which contributes to richer querying and retrieval 
facilities. This paper discusses the performance of the automated 
object spatial relationships semantic information extraction as 
proposed.  Experiments have been conducted to demonstrate that 
the proposed automated object spatial relationship semantic 
extraction is succeeded to capture the semantic spatial relationship 
features in the images.
Keywords: Semantic Extraction, object spatial relationships, 
image retrieval.

1. Introduction

There are various ways used to represent the semantic 
features of the images. However, using proper image 
representation model and the image contents expression is 
the premise and the basic need of the image semantic 
retrieval [1]. Describing images in semantic terms is an 
important and challenging task that needed to carry out to 
fulfill human satisfaction besides to have more intelligent 
image retrieval system. Human beings are able to 
interpret images at different levels, both in low level 
features (color, shape, texture and object detection) and 
high level semantics (abstract objects, an event). However, 
a machine is only able to interpret images based on low 
level image features. Describing images in semantic terms 
is an important and challenging task that needed to carry 
out to fulfill human satisfaction [2] and defining a 
semantic meaning and representation of the input query 
in describing user’s needs remain as major challenges [3].

The semantic content representation has been 
identified as an important issue to bridge the semantic gap 
in visual information access [4]. The semantic features 
especially the semantic object and their semantic spatial 
relationship features in the images are not fully captured 

and extracted [5-7]. It often leads to unsatisfactory search 
results [8]. Representation of spatial relations semantics 
among objects are important as it can convey important 
information about the image and to further increase the 
confidence in image understanding contribute to richer 
querying and retrieval facilities. In addition, the computer 
usually processes semantic similarity based on low-level 
feature similarity, however the user queries are supposed 
to be based on semantic similarity [9]. Current semantic 
based image retrieval are either based on visual features 
or it is measured the image similarity based on semantic 
matching instead than semantic similarity [6, 7, 10 , 11].

2. Related Works

Describing images in semantic terms is an important 
and challenging task to achieve more intelligent and user 
friendly system. Besides, representing image content with 
semantic terms allows users to access images through text 
query which is more intuitive, easier and preferred by the 
front end users to express their mind compare with using 
images.

Detailed study on the semantic extraction techniques 
exploring the strength and the weaknesses of the existing 
semantic extraction techniques has been described in 
Wang et al., 2010. However, the summary of the 
comparison and extended review techniques are shown in 
Table 1.
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Table 1: Comparison of the various approaches Reviewed

For the reviewed semantic extraction, there are 3 
categories of semantic extraction, which are manual, 
semi-automatic (involved human interference or relevance 
feedback) and automatic.  Although manual annotation of 
image content is considered a “best case” in terms of 
accuracy, since keywords are selected based on human 
determination of the semantic content of images and it is 
easy to support user queries in text. However it is a labour 
intensive and tedious process. So, researchers are moving 
towards automatically automatic extraction of the image 
semantic content. For the semi automatic semantic 
extraction approaches that involve human interference, 
they are time consuming and inconsistent.

Image semantic extraction capability is provided by all 
of the techniques reviewed where they are only able to 
retrieve similar images which have the whole image 
semantics and does not indicate which part of the image 
give rise to which words, as computer does not indicate 
which region corresponds to specific semantic concepts. 
So it is not explicitly object recognition. They lack the 
ability to find the object semantics in images. 

Object/region semantic extraction is provided by 
researches [14, 15, 18, 25-30, 33-34] from manual 

semantic extraction [15, 30] and from semi/automatic 
semantic extraction [14, 18, 25-29, 33]. Even though the 
object or region semantics can be captured, the extraction 
of spatial relational semantic descriptors is often 
neglected. They do not take into consideration the spatial 
relational semantics among objects in the images that 
might affect the performance of the image retrieval. 

Limited object spatial relationship capability is 
provided by researches [32, 5, 7,]. However, there are still 
some false objects spatial relationships extraction concept 
(Example in Figure 1, the objects A and B are supposed to 
have Front/Back spatial relationship but it is extracted as 
Left/right relation concept [32, 7] and it is extracted it as 
above-right relation [5].

Figure 1: False objects spatial relationships semantic 
extraction

The semantic knowledge representation models have 
better representing and matching semantics compared the 
text representation. However, semantic objects and spatial 
relationships are not applicable. For ontology and 
metadata language approaches, there are some limited 
and some false representation on object spatial 
relationship semantic representation, besides that it is 
difficult to do the semantic similarity with this 
representation for image retrieval. 

Representation of spatial relations semantics among 
objects are also important as it can convey important 
information about the image and further increase the 
confidence in image understanding which contributes to 
richer querying and retrieval facilities. The text 
representation [12, 15, 19-21, 24, 30, 31] and the 
semantic knowledge representation models [37-39] do not 
support semantic objects and spatial relationships.
However, there are some false representations on object 
and spatial relationships for Ontology and metadata 
language semantic representation and it is hardly to do 
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the semantic similarity with this representation for image 
retrieval.

3. Proposed Solutions

The automated semantic object relationships 
extraction has been proposed to extract the semantic 
object spatial relationship information in the images 
automatically. The data flow of the Semantic Object 
Relationship Extraction process is shown in Figure 2. 

Figure 2 Object Spatial Relationship Semantic Extraction

There are 8 spatial relationship concepts are 
determined: “Front”, “Back”, “Right”, “Left”, “Right-
Front”, “Left-Front”, “Right-Back”, “Left-Back” concept. 
The user query in text form is automatically translated to 
semantic meaning and representation. Besides, the image 
similarity of object spatial relationship semantics has been 
proposed as below,

Spatial relation semantic concept of image, Sp can 
be represented as follows: 

Sp={m(R),[O:( ijP ),( ji OO , ijm ),( ji OO , ijd ),( ji OO ) 

]| ji  , Oji  , , IO }       

where m(R) is the slope of road, ijP ),( ji OO   is pair of 

objects iO and jO , m ),( ji OO is the slope between 

object iO and jO and d ),( ji OO is the distance of the 

spatial relation between object iO and jO , O is total 
number of object in image I.

The details of the semantic object relationship 
extraction can be referred to work in [2].

4. Experiments

This experiment shows the ability of the proposed 

semantic extraction and representation method in 
extracting the semantic object and their semantic spatial 
relationships automatically.

4.1 Experiments and Setting

Two experiments were carried out for semantic 
object and semantic spatial relationship extraction in low 
complex images. The results are expressed in terms of 
semantic object and semantic spatial relationships 
similarity.

To verify the semantic object and their semantic 
spatial relationship in the images, the extracted semantic 
features by the proposed semantic extraction and 
representation were compared with the semantic features 
interpreted from the user on the same images. An 
extraction is considered as correct if the semantic features 
by the proposed algorithms are same as the semantic 
features defined by users and return with the spatial 
relationship similarity of 1.  The semantic colour of object 
representation is considered as correct if the semantic 
colour object by the proposed algorithms is same as the 
semantic colour object defined by users and also returns 
with the semantic object similarity of 1. 

4.2 Results and Discussion

The results of the object detection experiments are 
summarized and shown in Table 2.

Table 2: The Experiment Results of the proposed Semantic Extraction and 
Representation Method

The proposed method has proven to be successful 
in extracting the semantic features of images. The results 
accuracy is 90% and 88% respectively for the semantic 
objects and semantic spatial relationships in the images. 
Thus, the proposed semantic extraction and representation 
method is acceptable to show the robustness in extracting 
the semantic features for low complex scenes.
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Some of the semantic extraction and 
representation results from proposed method is shown in 
Figure. 3

Figure 3(a): Experiment results for semantic extraction 
and representation-successful semantic feature extraction

Figure 3(b): Experiment results for semantic extraction 
and representation - false semantic features extraction 

The results of Figure 3(a) show that the proposed 
algorithm has successfully extracted the semantic objects 
and their semantic spatial relationships features 
automatically and return the similarity value of 1 for both 
semantic object similarity and spatial relationships 
similarity.

There are some false semantic features extractions as 
shown in Figure 3(b), indicated by red rectangle. The 
false semantic objects are extracted (Figure 3(b),(i)) due to 
the noise created from the object detection process. The 
false semantic spatial relationship are extracted (Figure 
5.3(b), (ii-iii)) due to the noise created from the object 
detection. 

There is no dataset benchmarking available in the 
existing semantic extraction and representation. Their 
approaches are based on interclass relationship (objects of 
interests with background). Sample datasets of the 
existing approach [7] with the queries are shown in 
Figure 4.
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Figure 4 Sample dataset used [7].

The images are only able to indicate that the person 
(people object class) is near to vegetables (vegetable object 
class or background of the image) instead of the spatial 
relationships among people object class. This research 
focus is on semantic object spatial relationship that exists 
in the images and the dataset available is not suitable to 
be used in this research focus. User relevance feedbacks 
are involved during the retrieval process. In addition, they 
retrieved images without measuring any similarity.

Even if there were same datasets available, 
benchmarking could not be applied in image retrieval due 
to the different parameters and queries used by different 
researchers in the experiments [34].

5. Conclusions

In conclusion, experiments have been carried out and 
it is proved the proposed semantic extraction and 
representation method is acceptable to show the 
robustness in extracting the semantic features for natural 
traffic scenes. This method can be integrated with visual 
query for the semantic based image retrieval to retrieve 
the images that are conform to human perception.
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