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Abstract
Regional co-location patterns represent subsets of object types 
that are located together in space (i.e. region). Discovering 
regional spatial co-location patterns is an important problem with 
many application domains. There are different methods in this 
field but they encounter a big problem: finding a unique optimum 
neighborhood radius or finding an optimum k value for nearest 
neighbor features. Here, we developed a method that considers a 
neighborhood interval using fuzzy definition of neighborhood. It 
is easier to apply the proposed method for different applications. 
Also, this method mine regional patterns using a local 
tessellation (Voronoi Diagram) and finds patterns with a core 
feature. To test our method we used a synthetic data set and 
compared developed method with a naïve approach. The results 
show that the proposed method is more applicable and efficient.

Keywords: co-location, pattern mining, fuzzy, neighborhood, 
regional.

1. Introduction

Spatial data mining has been introduced for 
discovering interesting and previously unknown, but 
potentially useful patterns from large spatial databases [9], 
[16]. Spatial co-location patterns describe subsets of 
spatial features that are usually placed in close geographic 
proximity [8]. Spatial data mining has a wide range of 
applications in different fields, such as geographic 
information systems, geo-marketing, traffic control, 
database exploration, image processing, environmental 
studies etc. [10]. Spatial co-location pattern mining is one 
of the most important techniques of spatial data mining. It 
has recently been used for mining the spatial dependencies 
of objects in different applications [3], [14]. Extracting 
interesting and useful patterns from spatial data sets is 
more difficult than extracting the corresponding patterns 
from traditional numerical and categorical data due to the 
complexity of spatial data types, spatial relationships, 
spatial autocorrelation and time dependence of events [12].
Because of these local spatial relationships and the spatial 

autocorrelation between objects, spatial co-location 
patterns have regional properties; therefore, methods that 
consider this condition in their process will yield more 
realistic results. Different algorithms have been proposed 
in spatial co-location pattern mining. In section 2, we will 
review the relevant works and identify shortcomings. In 
this research we extended existing methods to present a 
more capable co-location mining method:

 we use the Voronoi Diagram, to speed up the 
mining process;

 we find co-occurrence patterns with an emphasis 
on a so-called Pattern Core Element (PCE), to 
respond to some applications that require special 
attention to particular patterns;

 we extend our algorithm so that it considers a 
fuzzy neighborhood in mining process, to 
eliminate necessity of finding a unique optimum 
neighborhood radius in different applications.

The organization of the paper is as follows: the 
review of related research is given in Section 2. The 
proposed method is described in Section 3 and the results 
and discussion are described in Section 4. The conclusions 
and perspectives on future work are summarized in 
Section 5.

2. Literature review

Various researchers have focused on applying and 
extending methods for spatial co-location patterns mining 
for applications in different areas. Some work focused on 
global co-location patterns based on a fixed interest 
measure. Venkatesan et al. [11] used spatial statistics and 
data mining approaches to identify co-location patterns 
from spatial data sets. Huang et al. [5] developed join-
based and Yoo and Shekhar [17], [18] proposed partial-
join and join-less co-location algorithms using a fixed 
interest measure (i.e., spatial prevalence measure). The 
proposed system in [10] formalized the co-location 
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problem and showed the similarities and differences 
between the co-location rules problem and the classic 
association rules. Manikandan and Srinivasan [8] proposed 
a novel algorithm for co-location pattern mining which 
materializes spatial neighborhood relationships with no 
loss of co-location instances and reduces the 
computational cost with the aid of Prim's Algorithm.

In [7], to reduce the computation time of the database 
scanning, the authors used an R-tree index to mine the 
spatial co-location patterns. In [2] a novel and 
computationally efficient zonal co-location pattern mining 
algorithm was developed. This approach used an indexing 
structure (clQuad-tree) to store co-locations and their 
instances and handle dynamic parameters. 

In summary, the above approaches have two main 
shortcomings. First, in some cases we have to determine 
co-location patterns of a desired parameter (or variable) 
with respect to other parameters e.g. co-location patterns 
of air pollution with respect to environmental parameters. 
Second, determination of an optimum unique 
neighborhood radius in co-location mining process for 
each application area isn’t an easy task. Some studies exist 
that pursued partially the same goals, but have specific 
differences too. Xiong et al. [15] proposed a buffer-based 
model for mining co-location patterns over extended 
spatial objects. But this approach has some differences: 
first, they used a repetitive refinement and combinatorial 
search through costly overlay analysis to detect higher-
level co-location patterns, while we first use a tessellation 
to define core element neighborhoods and index feature 
instances; thus all levels of co-location patterns are 
checked only once. Second, they use the Coverage Ratio, 
which is computationally expensive to determine suitable 
patterns, whereas we use the Participation Ratio and Index, 
which are computationally efficient. 

Wan et al. [13] and Wan & Zhou [12] tried to neglect 
using a neighborhood radius in co-location mining, instead 
they presented a k-nearest feature technique to extract 
patterns. Although these methods don’t need a 
neighborhood radius, but there is another problem to find 
an optimal k value. Also, they didn’t consider a co-
location pattern mining process based on a core element 
feature.

3. Proposed method

3.1 Basic Concepts

Definition 1: given a spatial framework, a region is a 
subset of the spatial framework. 

Because of the spatial heterogeneity law of 
Geography “results of analysis vary from one place to 
another” [4], spatial objects have to be mined with a view 

on local relationships. Therefore, by Definition 1, we 
characterize local spaces in order to mine co-location 
patterns. Supposing that D is a spatial framework, then
��� ∴ 	 ��� ⊂ �, (1 ≤ � ≤ �) will be a spatial region with 
spatial relationships being heterogeneous within it and 
� = {���, 	���, … , ���} so that these spatial regions do 
not overlap.  

Definition 2: Given a co-location pattern, a Pattern 
Core Element (PCE) has a feature type (point, line, or 
polygon) and has its instances in a spatial framework that 
serve as a basis to define and mine co-location patterns. 

Consider an application such as car accident pattern 
mining. If we want to find patterns between car accidents 
and other related parameters such as distance to bars, 
population density, and time, then a car accident is a PCE 
and patterns will be found regarding it. 

Definition 3: for a given PCE set, Fuzzy 
Neighborhood is defined using a couple of radiuses 
�� (lower bound) and �� (upper bound) so that form a 
Membership Function as Equation 1.
�� =

�
1																							(����������	��	����ℎ���ℎ���)								��			0 < � ≤ ��
1 − ����

�����
										(��������	��	����ℎ���ℎ���)										��		�� < � ≤ ��

0																													(���	��		����ℎ���ℎ���)															��												�� < �
       

(1)

Where, 
MF: Membership Function that shows neighborhood 

relation value 
��, �� : Lower and upper bound of neighborhood
X: Radial distance of a feature to PCE

Figure 1. A region with PCE neighborhood illustration

Fig.1 shows a region, a PCE and neighborhood of it 
defined using �� and ��. As depicted in Fig. 1, a spatial 
feature (blue point) can have 3 positions in neighborhood 
of a PCE (black point). Then using fuzzy concepts we can 
define neighborhood relation of a spatial feature with PCE 
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using a membership function defined in Equation (1) and 
showed in Fig. 2.

Figure 2. Membership function of PCE neighborhood

Definition 4: Given a region, a PCE, a set of spatial 
feature types, their instances, and a couple of 
neighborhood radiuses ��and ��, a Regional co-location 
pattern is a subset of feature types whose instances are in 
the neighborhood radiuses and have a fuzzy membership 
function value greater than 0. 

Based on our problem statement that extracts patterns 
with PCEs, and also to consider spatial relationships of 
objects implicitly (in contrast to existing methods such as 
Yoo & Shekhar, [18], we define a spatial co-location 
pattern by Definition 4 and Equation 2.  
��� = {��|	�� ∈ �	 ∧ ��(��) > 0}                                 (2)  
                                                                                      

Where, 
 ��: A spatial feature and 1 ≤ � ≤ �
 ��(�� 	) : Fuzzy membership function 

value of �� in PCE neighborhood 
 F: Set of spatial features,
 RCP: Regional Co-location Pattern that 

is, a subset of problem spatial features 
which have close spatial relationships 
with a PCE. 

Definition 5: Given a spatial framework and a set of 
regions (in our case, Voronoi regions), a PCE is the 
centroid of each region.

Based on Definition 1 and Definition 4, we will mine 
the regional co-location patterns in the subsets of the 
spatial framework, which we named Regions. Owing to 
the challenges of spatial space tessellation mentioned in 
[2], the proposed partitioning and indexing method for this 
research is the Voronoi diagram. Given a set of point sites 
and a distance measure in the plane, the Voronoi diagram
partitions the plane into regions, one for each point site, 
containing all points of the plane that are closer to this site 
than to any other [6]. Based on these properties of Voronoi 

diagrams, we formed Voronoi regions for each PCE to 
satisfy Definition 1. 

3.2 Problem Development

The fundamental idea of regional co-location pattern 
mining is to reduce search space, increase efficiency, 
achieve results based on spatial concepts, and index space 
while preserving relevant co-location patterns. As [2]
mentioned, known spatial indexing structures are not so
applicable for co-location pattern mining. Here, we 
propose a spatial index structure to efficiently mine 
regional co-location patterns. A Voronoi tessellation is 
used as a Voronoi index that organizes the access to spatial 
data. By obviating the need to examine objects which are 
outside the area of interest, the Voronoi index can enhance 
performance. 

In contrast to the existing models for co-location 
pattern mining, in this model a new definition of 
neighborhood for PCEs has been developed that this fuzzy 
definition of neighborhood eliminates necessity of finding 
a unique optimal neighborhood radius. Also, by applying 
interval distances to co-location mining process it can 
provide more accurate results.

Algorithm 1 gives the pseudo code of the proposed 
method. In this algorithm (cf. pseudo-code in Algorithm 1), 
line 1 initializes the parameters; line 2 creates the Voronoi 
regions based on PCEs and spatially indexes the features 
to the Voronoi cells; lines 3 through 8 represent the core of 
the algorithm and are explained in detail below; and line 9 
returns the results. 

Algorithm 1: Regional Co-location Pattern Mining

Inputs:
F: a set of distinct spatial feature types

FI: a set of feature type instances

R1: spatial neighborhood radius (Lower bound)

R2: spatial neighborhood radius (Upper bound)

PCE: a set of pattern core elements

��: a spatial prevalence threshold

Output:

 Spatial Co-location patterns whose spatial 

prevalence indices are greater than ��.

Variables:
k: co-location size

Ck: set of candidate size k co-locations

Ik: set of instances of size k co-locations
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SCPk: set of spatially prevalent size k co-locations

Algorithm
1: Initialization, k=1, SCPk = Ck= F

2: gen_Voronoi (PCE, F, FI) 

3: while (not empty Ck)

4:     Ck+1= gen_co-location_candidates (PCE, SCPk)

5:      Ik+1 = gen_co-location_instances (Ck+1, Ik, R2)

6:      MFk+1 = calc_membership_function (Ik+1, R1, R2)

7:     SCPk+1 = mine_spatial_prev_co-location (Ck+1, MFk+1, ��)

8: k=k+1

9: end while

10: return {SCP2 , …, SCPk+1 }

This algorithm has several functions that can be 
explained as follows. In line 4, the function gen_co-
location_candidates() generates size-k+1 candidate co-
location patterns ���� based on all size-k prevalent 
patterns using an apriori-based method [1] and PCEs as 
pattern core elements. In line 5, the function gen_co-
location_instances() works similarly to [5] by joining 
neighbor instances of size-k spatial co-location patterns, 
generating the instances of candidate ����. In line 6, the 
function calc_membership_function () calculates 
neighborhood value for each co-location instances based 
on Definition 3. In line 7, the function 
mine_spatial_prev_co-location() evaluates the candidates 
to find those patterns whose spatial prevalence criteria are 
greater than a threshold ( �� ). The spatial prevalence 
criterion of patterns in this research is the participation 
index such as in [5], but as mentioned, since we want to 
handle a fuzzy neighborhood for PCEs then it is necessary 
to extend the existing criteria. Therefore, we developed a 
new participation ratio according to the following 
Equation 3.
Pr(�,��) = ∑ ��(��)

�(��)
                                                          (3)

Where ��(��) is the membership function of ��
feature instances in co-location instance neighborhoods of 
C and �(��) is the total number of �� feature instances.

4. Results and discussion

We evaluated the proposed method with synthetic 
data generated using methodologies used to evaluate 
algorithms for mining association rules [1]. In this 
experiment, we used data to test the impact of regional 
space partitioning and fuzzy definition of neighborhood on 

co-location pattern mining. The data includes four feature 
types A, B, C, and D as shown in Table 1.

Table 1. Feature types in dataset
Feature Type
Feature Label A (PCE) B C D

The data distribution in spatial framework is 
presented in Fig 3. We mined co-location patterns of these 
data by three different methods based on PCEs. First, a 
naïve approach used for mining patterns and as shown in 
Fig 4, neighborhood regions were created with 
neighborhood radius R=1.5 km. The co-location mining 
results are presented in Table 2. This process led to the co-
location of {A, C} with a threshold level of 0.55. 

Second, as shown in Fig. 5, after Voronoi tessellation, 
a fuzzy neighborhood based on Definition 3 created with 
lower and upper bounds R1= 1km and R2=2 km 
respectively. Then co-location mining process was done 
regarding Definition 4 and the results are presented in 
Table 3.  This process also presented a co-location of {A, 
C} with a threshold level of 0.55.    

Figure 3. data distribution in spatial framework
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Figure 4. Core element neighborhood regions with R=1.5 km

Figure 5. Local tessellation and pattern core element’s neighborhood 
regions with R1=1 km & R2=2 km

Table 2. Results of co-location mining with a naïve approach 
Co-location

Pr(Participation 
ratio) 0.57 0.50 0.48 0.59 0.67 0.63

PI (Participation 
Index) 0.50 0.48 0.63

Prevalent(0.55) No No Yes

Table 3. Results of co-location mining of proposed method 
Co-location

Pr(Participation 
ratio) 0.57 0.47 0.52 0.65 0.61 0.62

PI (Participation 
Index) 0.47 0.52 0.61

Prevalent(0.55) No No Yes

Evaluation of results show that different 
implementations of co-location mining cause to almost 
similar patterns but there are 2 key differences in our 
proposed method against the other method: First, as shown 
in Fig. 5, we consider a fuzzy neighborhood using a lower 
and upper bound that makes this method more applicable 
for different application areas even you don’t have a deep 
knowledge about that field. Second, as shown in Fig. 6, the 
required time for mining patterns in the 2 evaluated 
method is quite different. When you use a local 
tessellation such as Voronoi Diagram, then the required 
time for mining process will reduce considerably. 

Figure 6. Execution performance for evaluated methods

5. Conclusion and future works

Based on the existing techniques for spatial co-
location mining, we developed a new method for regional 
co-location pattern mining. Our proposed method has 
several important extensions. First, the pattern search is 
localized by indexing the data to a Voronoi tessellation 
prior to the co-location mining process, thus reducing the 
computational cost. Second, another property of our 
proposed method is that it considers a fuzzy neighborhood 
instead of defining a robust neighborhood. In later case 
you need a deep knowledge of application domain to 
determine a unique optimum neighborhood distance, but in 
our method you define neighborhood with a lower and 
upper bound that is more reliable and applicable. To test 
our proposed method, we implemented it with the C# 
programming language and applied it by a synthetic 
dataset. The results of our experiments suggest that our 
method have a better performance than a naïve approach 
and can facilitate applying co-location mining process for 
different application domains. 

In future studies, we would like to apply and test the 
proposed method with different real datasets. We also 
intend to extend our model for all feature types (point, line 
and polygon). Furthermore, future research may want to 
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consider time as an independent dimension in co-location 
mining.
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