Practical applications of spiking neural network in information processing and learning
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Abstract
Historically, much of the research effort to contemplate the neural mechanisms involved in information processing in the brain has been spent with neuronal circuits and synaptic organization, basically neglecting the electrophysiological properties of the neurons. In this paper we present instances of a practical application using spiking neurons and temporal coding to process information, building a spiking neural network – SNN to perform a clustering task. The input is encoded by means of receptive fields. The delay and weight adaptation uses a multiple synapse approach. Dividing each synapse into sub-synapses, each one with a different fixed delay. The delay selection is then performed by a Hebbian reinforcement learning algorithm, also keeping resemblance with biological neural networks.
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1. Information Encoding

When we are dealing with spiking neurons, the first question is how neurons encode information in their spike trains, since we are especially interested in a method to translate an analog value into spikes [1], so we can process this information in a SNN. This fundamental issue in neurophysiology remains still not completely solved and is extensively paid for in several publications [2], [3], [4], [5]. Although a line dividing the various coding schemes cannot always be clearly drawn [6], it is possible to distinguish essentially three different approaches [7], [8], in a very rough categorization:

1. rate coding: the information is encoded in the firing rate of the neurons [9].
2. temporal coding: the information is encoded by the timing of the spikes. [10]
3. population coding: information is encoded by the activity of different pools (populations) of neurons, where a neuron may participate of several pools [11], [12].

A very simple temporal coding method, suggested in [13], [14], is to code an analog variable directly in a finite time interval. For example, we can code values varying from 0 to 20 simply by choosing an interval of 10ms and converting the analog values directly in proportional delays inside this interval, so that an analog value of 9.0 would correspond to a delay of 4.5ms. In this case, the analog value is encoded in the time interval between two or more spikes, and a neuron with a fixed firing time is needed to serve as a reference. Fig. 1 shows the output of three spiking neurons used to encode two analog variables. Without the reference neuron, the values 3.5 and 7.0 would be equal to the values 6.0 and 2.5, since both sets have the same inter-spike interval. If we now fully connect these three input neurons to two output neurons, we will have a SNN like the one shown in fig. 2, which is capable of correctly separating the two clusters shown in the right side of the figure. Although this is a very simple example, it is quite useful to illustrate how real spiking neurons possibly work. The clustering here was made using only the axonal delays $\Delta_{ij}$ between the input and output neurons with all the weights equal to one.
In a SNN with $m$ input and $n$ output neuron, the center of the RBF-like output neuron $j$ is given by the vector $c_j = [c_{1j}, c_{2j}, ..., c_{mj}]$, where $c_{ij} = \max\{|\Delta_{ij}^{xy}| 1 \leq i \leq m\} - \Delta_{ij}^{xy}$. Similarly, the input vectors are defined as $x = [x_1, x_2, ..., x_m]$, where $x_i = t_i - \min\{t_i | 1 \leq i \leq m\}$ and $t_i$ is the firing time of each input neuron [10]. The SNN used here has an EPSP$^2$ with a time constant $\tau = 1.84\text{ms}$ and threshold $\theta = 2.04$. The lateral connection between the two output neurons is strongly inhibitory.

This encoding method can work perfectly well for a number of clusters less or equal to the number of dimensions, but its performance decreases when the number of clusters exceeds the number of input dimensions. The proposed solution for this problem [15] implemented here uses an encoding method based on population coding [16], which distributes an input variable over multiple input neurons. By this method, the input variables are encoded with graded and overlapping activation functions, modeled as local receptive fields. Fig. 3 shows the encoding of the value 0.3. In this case, assuming that the time unit is millisecond, the value 0.3 was encoded with six neurons by delaying the firing of neurons 1 (5.564ms), 2 (1.287ms), 3 (0.250ms), 4 (3.783ms) and 5 (7.741ms). Neuron 6 does not fire at all, since the delay is above 9ms and lays in the no firing zone. It is easy to see that values close to 0.3 will cause neurons 2 and 3 to fire earlier than the others, meaning that the better a neuron is stimulated, the nearer to $t = 0\text{ms}$ it will fire. A value up to $t = 9\text{ms}$ is assigned to the less stimulated neurons, and above this limit the neuron does not fire at all (see fig. 4).

From a biological point of view, we can think of the input neurons as if they were some sort of sensory system sending signals proportional to their excitation, defined by the Gaussian receptive fields. These neurons translate the sensory signals into delayed spikes and send them forward to the output neurons. In this work, the encoding was made with the analog variables normalized in the interval $[0,1]$ and the receptive fields equally distributed, with the centers of the first and the last receptive fields laying outside the coding interval $[0,1]$, as shown in fig. 3, there is another way to encode analog variables, very similar to the first, the only difference being that no center lays outside the coding interval and the width of the receptive fields is broader.

Both types of encoding can be simultaneously used, like in fig. 5, to enhance the range of detectable detail and provide multi-scale sensitivity [17]. The width $\sigma$ and the
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1 Radial Basis Function network
2 Excitatory postsynaptic potential
centers $c_i$ are defined by Eq. (1) and (2), for the first and second types, respectively. Unless otherwise mentioned, the value of $\gamma$ used for the first type is 1.5 and 0.5 for the second.

$$\sigma = \frac{1}{\gamma (m+1)} \quad c_i = \frac{i-1}{m-1}$$  \hspace{1cm} (1)

$$\sigma = \frac{1}{\gamma (m-2)} \quad c_i = \frac{i-1.5}{m-2}$$  \hspace{1cm} (2)

2. Learning

Giving some background information and instances of the application of the models to simulate real neurons, these examples demonstrate the existence of a relationship between electrophysiology, bifurcations, and computational properties of neurons, showing also the foundations of the dynamical behavior of neural systems.

The approach presented here implements the Hebbian reinforcement learning method [18] through a winner-takes-all algorithm [19], that its practical application in SNN is discussed in [20] and a more theoretical approach is presented in [21]. In a clustering task, the learning process consists mainly of adapting the time delays, so that each output neuron represents an RBF center. This purpose is achieved using a learning window or learning function [22], which is defined as a function of the time interval $\Delta t_{ij}$ between the firing times $t_i$ and $t_j$. This function controls the learning process by updating the weights based on this time difference, as shown in Eq. (3), where $\Delta w_{ij}$ is the amount by which the weights $w_{ij}$ are increased or decreased and $\eta$ is the learning rate.

$$\Delta w_{ij} = \eta L(\Delta t_{ij})$$  \hspace{1cm} (3)

The learning function used here shown in fig. 6, is a Gaussian curve defined by the Eq. (4) [23]. It reinforces the synapse between neurons $i$ and $j$, if $\Delta t_{ij} < \nu$, and depresses the synapse if $\Delta t_{ij} > \nu$.

$$L(\Delta t) = (1 + \beta) e^{\frac{(\Delta t - \alpha)^2}{2(\kappa - 1)}} - \beta$$  \hspace{1cm} (4)

Where we have the parameter $\kappa$ in this form.

$$\kappa = 1 - \frac{\nu^2}{2 \ln \frac{\beta}{1 + \beta}}$$

The learning window is defined by the following parameters:

$-\nu$: this parameter, called here neighborhood, determines the width of the learning window where it crosses the zero line and affects the range of $\Delta t_{ij}$, inside which the weights
are increased. Inside the neighborhood the weights are increased, otherwise they are decreased.

-β: this parameter determines the amount by which the weights will be reduced and corresponds to the part of the curve laying outside the neighborhood and below the zero line.

-α: because of the time constant τ of the EPSP, a neuron i firing exactly with j does not contribute to the firing of j, so the learning window must be shifted slightly to consider this time interval and to avoid reinforcing synapses that do not stimulate j.

Since the objective of the learning process is to approximate the firing times of all the neurons related to the same cluster, it is quite clear that a neuron less stimulated (large Δt and thus, low weight) must have also a lower time constant, so it can fire faster and compensate for the large Δt. Similarly, a more stimulated neuron (small Δt and thus, high weight) must have also a higher time constant, so it can fire slower and compensate for the small Δt.

3. Conclusions

All the experimental results obtained in the development indicate that the simultaneous adaptation of weights and time constants (or axonal delays) must be submitted to a far more extensive theoretical analysis. Given the high complexity of the problem, it is not encompassed by the scope of the present work, and hence should be left to a further work. It was presented a practical applications of a neural network, built with more biologically inspired neuron, to perform what we could call real neuroscience task. In this application we demonstrated how analog values can be temporally encoded and how a network can learn using this temporal code. Even with these very short steps towards the realm of neuroscience, it is not difficult to realize how intricate things can get, if we try to descend deeper into the details of neural simulation. However, this apparent difficulty should rather be regarded as an opportunity to use spike-timing as an additional variable in the information processing by neural networks [24].
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