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Abstract

With regard to the fact of the rapid growth of distributed systems and their large spectrum of usage of proposing and representing controlling solutions and optimization of task execution procedures is one of the most important issues. Task scheduling in distributed systems has determining role in improving efficiency in applications such as communication, routing, production plans and project management. The most important issues of good schedule are minimizing makespan and average of waiting time. However, the recent and previous effort usually focused on minimizing makespan. This article presents and analyze a new method based on Ant Colony Optimization (ACO) algorithm with considerations to precedence and communication cost for task scheduling problem. In the mentioned method in addition to optimization of finish time, average of waiting time and number of needed processors are also optimized. In this method, by using of a new heuristic list, an algorithm based on ant colony is proposed. The results obtained in comparison with the latest similar models of random search algorithms, proves the higher efficiency of algorithm.

1. Introduction

Distributed systems play important roles in the performance of computational operations. In these systems, one or more algorithms in the form of tasks, execute on multiple processors simultaneously. Dependency between the components of a parallel algorithm can be shown using a directed acyclic graph (DAG) that is commonly known as Task Graph.

Generally, nodes and edges of task graph get receive their values in the following order: each node presents a task, execution time of ih task is shown by weight of this node (Wi) and the communication cost between two tasks i and j is depicted by Cij edge. This cost computed whenever two tasks are running on two separate processors. For the execution of parallel algorithms which are depicted with a task graph, firstly should be found a scheduling schema that in addition to find optimal tasks order, it also makes optimal mapping of tasks on idle processors. The goal of solving task scheduling problem in distributed systems is decreasing of execution time over distinct and finite given processors.

In this article, the processing environment is assumed homogenous but is shown that the algorithm can be used in heterogeneous environments too. In spite of using finite number of processors, it will be proved that this problem belongs to NP-Complete class of problems [1].

One of the strategies that most researchers in confrontation with such problems are heuristic-based method. There are many different methods and algorithms that have been proposed by scientists as a solution for scheduling problem [2-5]. In all of these algorithms processors can be homogenous or heterogenous and also communication cost between processors and priority of selection can also be considered in this method. Scheduling problems involves various fields and there are large numbers of articles about this subject.

Allahverdi et al. [6] have gathered various problems of scheduling. Differences between these problems are about the way of task assignment, type of processors, limitation of resources, existence of communication cost and precedence between tasks. In this article scheduling problems have homogenous processors and communication cost and precedence between tasks. The Proposed Genetic Algorithm (PGA) [7] and Ant Colony Optimization List Schedule (ANTLS) [8] are the most recent proposed algorithms in this field. The above-mentioned algorithms in comparison with other similar algorithms are more efficient.

In PGA algorithm, chromosomes create by using of encoding based on precedence and try to improve finish time of tasks by using of mutation and crossover operations. ANTLS algorithm also tries to propose a solution for this kind of problems via inspiring the behavior of ants in real world.

Remaining contents of this article have been presented as this respectively: task scheduling in distributed systems is considered in section two. In section three, population-based ant colony algorithm is described. In the fourth section new algorithm along with its details has been presented and results of its execution have been shown in section five. Finally section six includes conclusions.

2. Task scheduling problem in distributed systems

In task scheduling problem in distributed systems, assigning priority to tasks is very important for both heuristic algorithms and search algorithms. It has a great influence over the scheduling result and the real parallel processing time. In recent proposed algorithms, in assigning precedence to tasks, just execution time of each task has been considered. The reason is that considering communication time between tasks, itself cause to increase search domain to find candidate solutions. Although in real cases of parallel execution of tasks, if two tasks on two different processors be executed, overhead caused by their communications should be considered. Therefore it is expected that volunteers’ better results in the early stages search. This is done by assigning precedence to tasks in which communication overheads is considered and
tasks assigns to existing processors in order to their precedence. The problem of a task scheduling method in a system consist of \( m \) processors, mapped with a DAG, is assigning tasks is the assignment of the computation tasks to processors in such a way that precedence relations are maintained; also, that all tasks are completed in the shortest possible time as presented in the following mathematical formulation (1):

\[
\min \ f = \max \{t_j\} \\
\text{s.t.} \quad t_k - p_k - d_k \geq t_j, \quad T_j \geq T_k \quad \forall j, k, \\
\quad t_j \geq 0 \quad \forall j.
\]

In this formulation \( i \) index is used for processors, \( j \) and \( k \) are used for tasks, \( f \) shows finish time of tasks, \( t_j \) shows finish time of task \( j \), \( d_k \) shows communication cost between tasks \( j \) and \( k \), \( p_k \) shows processing time of task \( j \) and \( T_j \geq T_k \) also shows the precedence of task \( j \) toward task \( k \).

3. Ant colony algorithm based on population

The base of ant colony algorithm is inspired from ants’ behavior in real world but with regard to use it in the artificial world, tiny changes is performed to create an entity named artificial ant. These features have been added to real ants make it able to perform all operations in algorithm necessary to do. These mentioned features are:
- Performing in discrete time sets
- Memory allocation
- Improving quality of solution
- Distance approximating

A large number of approximation algorithms have so far been presented and each has its own advantages and disadvantages. Population-Based ACO (PB-ACO) [9] is inspired from genetic algorithm and because of decreasing the cost of pheromone trail has a more speed of execution compare with other algorithms in the same group.

In the initialization stage, all variables and quantities used in algorithm are initializing. In constructing of solution stage, artificial ants try to find a better solution based on amount of existing pheromone in graph and assigned heuristic to each task. In the first phase, because of the amount of pheromone all paths is the same ants elected only on the basis of allocated heuristic done but at a later stage the amount of pheromone remained on the paths affects decisions of ants. Ants to choose between nodes of the existing, decide base on following probability distribution function (2):

\[
S \subset \left\{ \text{argmax } \{p_i\} \mid \begin{array}{l}
q \leq q_0 \\
q > q_0
\end{array} \right\} \quad \text{(2)}
\]

\[
S: \quad p_i^k(t) = \sum_{\beta \in \mathbb{N}} \left[ t_{ij}(t) \right]^{\beta} \quad j \in \mathbb{N}^k
\]

In the illustrated function \( q \) is a random number between 0 and 1, \( q_0 \) and based on it a task with more probability selects directly. \( t_{ij}(t) \) and \( \eta_j \) are amount of existing pheromone in the path from \( T_i \) to \( T_j \) and value of heuristic of task \( j \) respectively. \( \beta \) is also a parameter that controls the amount of effect of heuristic. \( p_i^k(t) \) declares the probability of selecting \( T_i \) movement after \( T_j \) by ant \( k \). \( N_i^k \) is declaration of executable tasks by ant \( k \) in stage \( t \). In other words, it shows the tasks that by considering the relation between tasks are selectable and has not visited yet. Local search stage is optional and it is used to improve solution was built in the solution strutting stage. In pheromone trail phase, ants add some pheromone to the path they have been wended. This process continues to achieve the condition for completion on end of loop.

4. Proposed algorithm

In this article by proposing a solution using of optimization of ant colony algorithm based on population we tried to decrease execution time and to improve the number of applied processors and average of execution time. By using of a list called heuristic in probability expansion function, efficiency of proposed solutions is improved.

In proposed method by use of a list as heuristic list in probability distribution function, a new mechanism has been established that improves quality of achieves solutions and converging speed. For the study execution results, algorithm with two of the newest algorithm of presented in this regard that one on the basis of genetic algorithm and the other on the basis of ant colony algorithm are compared, the results of this comparison in the form of tables placed in the end of the article. In the problem of task scheduling in distributed systems, tasks to be elected by artificial ants. Every ant acts to choose a task to perform according to the table of pheromones and heuristic quantities has been assigned to each task in initialing stage of algorithm. After task selection by ants, they should select a processor among existing processors to execution and brings best results in earliest finish time algorithm. Every ant preserves in his memory the information related to the tasks has been implemented, such as finish time of task, processor number that task has been executed on it and also the status of each processor at the time to present to increase the speed of calculations in next refers.

After finish this process, final result comes in the form of a table with \( n \) rows and two columns. First row includes the information related to first task and in the same way last row includes the information of last or \( n^{th} \) task. In each row, first column has executed task number and second one point to the number of processor that task has been executed on it.

4.1 Initialization

In this stage all of variables and using values in algorithm will be initialized. This section describes the way heuristic list is initialized. In the presented heuristic a task that a larger number tasks depends on, will have more chance to be selected and to be the next to be executed. For example if there is an idle processor and two tasks such as \( T_1 \) and \( T_2 \) according to figure 2, the probability of selecting \( T_1 \) is more than \( T_2 \). Since if \( T_1 \) is executed sooner, execution of \( T_2 \), \( T_3 \) and \( T_4 \) will become possible. However, if \( T_2 \) is executed first, just \( T_1 \) can be executed next and this will reduce the possibility of selection of the other tasks and cause to increase access time to the larger collection of answers.
For construction of heuristic list, we consider an init value for each task in the list. At the beginning all tasks that are placed as leaves of DAG initiate with one, then algorithm for each of parent nodes that has not been valued and also has children with assigned values equal to value of sum of its children values plus one. This process continues until all of nodes of graph have a value. Figure (3) illustrates pseudo code of this algorithm:

Procedure AssignTaskValue
{
  For all leaves in DAG
    Heuristic [leaf] = 1
  For each task (task has not value)
    and (all children have value)
    {
      Heuristic [task] = 1
      For all children of task
        Heuristic [task] += Heuristic [child]
    }

Figure 3: pseudo code of this algorithm

With regard to this algorithm, in has order $n^2$ of time complexity.

### 4-2 Construction of solution

In this step, selection of each task in order to formula 2, is based on amount of existing pheromone in graph and assigned heuristic to each task that is computed in the initial step. After selection of each task, artificial ant selects the processor that the task should be assigned to in order to earliest finish time and then assigns the task to it. This process continues until all tasks are assigned to processors.

#### 4-3 Pheromone trail

In this step whenever an ant adds to population, starts to pheromone trial over his path in amount of $\tau_0$ and in eliminating time of an ant, it clear his pheromone form path.

#### 4-4 population

Population based ACO saves the finite number of solutions. In the proposed algorithm for population maintenance “quality strategy” is used [10]. After finding a better solution compared with other existing solutions in population, it adds to the population and a task with longest finish time will be eliminated from population. In the case there is multiple solutions with same finish time, a solution will be selected that needs less number of processors. Ultimately if both finish time and number of processors are equal, a solution with more average waiting time will be selected for elimination. In other words priorities for the existing tasks in the form of a series of hierarchy classification and elimination of a solution to the collection of existing solutions, a solution that will be selected in this category the priority of the lowest degrees or value. According to test’s results, the existences of repetitive solutions in local population lead to the decrease efficiency of algorithm. So the population was discussed in this algorithm, doesn’t allow to repetitive solutions to enter the population.

### 5. Simulation and results

Problems with different input sizes have been used for evaluating the proposed algorithm. For each problem, corresponding graphs are computed by using of Gaussian elimination method. All of codes are written by C# programming language and have been executed on an Intel 3GHz processor. In all executions of proposed algorithm amount of population is 100 and $\beta = 1 , q_o = .5$. Best results after repeating execution for twenty times are shown in tables 1 to 5. The results of execution of proposed algorithm and comparison with genetic-based algorithm (PGA) and ant colony optimization algorithm (ANTLS) are achieved after 500 repetitions.

<table>
<thead>
<tr>
<th>Total processors</th>
<th>Proposed algorithm</th>
<th>ANTLS</th>
<th>PGA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Makespan</td>
<td>AWT</td>
<td>Number of used processors</td>
</tr>
<tr>
<td>2</td>
<td>440</td>
<td>269.4</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>440</td>
<td>256.11</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>440</td>
<td>256.11</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 1: comparing proposed algorithm with ANTLS and PGA with considering 18 tasks

<table>
<thead>
<tr>
<th>Total processors</th>
<th>Proposed algorithm</th>
<th>ANTLS</th>
<th>PGA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Makespan</td>
<td>AWT</td>
<td>Number of used processors</td>
</tr>
<tr>
<td>3</td>
<td>890</td>
<td>540.90</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>890</td>
<td>509.69</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>890</td>
<td>507.87</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 2: comparing proposed algorithm with ANTLS and PGA with considering 33 tasks
As is it shown, by increasing the amount of tasks, proposed algorithm has better finish time in comparison with other algorithms. Also average waiting time has a considerable improvement and solution included fewer processors.

6. Conclusion

In this article a new solution to scheduling problem in distributed systems presented. Dealing with multiple parameters causes to think, it can increase the execution time of algorithm but as it showed, it never causes to latencies of solution process and instead helps to select solutions precisely and redundant to reach near optimal answers. At the end, the results of execution of proposed algorithm are compared with some recently proposed algorithms and the results of this comparison show the better performance of this algorithm.
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