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Abstract

Grid computing system is different from conventional distributed computing systems by its focus on large-scale resource sharing and open architecture for services. tasks scheduling is a crucial problem in Grid environments. Many of grid scheduling systems optimize completion time and cost separately. In this paper, for solving the scheduling problem of computational grid system used a combination of genetic algorithm and Gravitational Emulation Local Search (GELS) algorithm and a hybrid scheduling algorithm (RHGGSA) which considers both the completion time and execution cost is introduced. The algorithm applies a weighted objective function that takes into account both the completion time and execution cost of the tasks. To show the out performance of the proposed task scheduling algorithm, the obtained results are compared with those of Min-Min, GA and GA-VNS. Simulation results and comparisons based on a set of problem demonstrated the efficiency and effectiveness of our proposed approach.
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1. Introduction

Grid computing is defined as “a hardware and software infrastructure that provides dependable, consistent, pervasive, and inexpensive access to high-end computational capabilities” [1]. Therefore, a grid computing communicates with a wide range of Heterogeneous resources include personal computers, workstations, super computers and clusters that each of these resources has different computational and configuration facilities and organized by various management policies [2]. Thus, task scheduling is a huge challenge in such a system. Providing an appropriate scheduling algorithm is important and at the same time is very difficult. Hence, these systems are faced with a NP-hard problem to scheduling tasks to obtain high-performance, accurate response time and maximal revenue.

Heuristics optimization algorithm is widely used to solve a variety of NP-complete problems. In [3], the author proposed a new method of scheduling in grid based on Heuristic Algorithms. Moreover, Abraham et al [4] presented three basic heuristics implied by nature for grid scheduling, namely Genetic Algorithm (GA) [5], Simulated Annealing (SA) [6] and Tabu Search (TS) [7], and heuristic derived by a combination of their three algorithms. Furthermore, GA works well on most global optimal problems. But, since the ability of local search in GA is weak and also the possibility of becoming trapped in the local optimum is high, in this paper, its combination GELS[8] which is a local search algorithm is used to improve its performance in finding solution. In this paper, a cost and time balancing algorithm which is based on Genetic and GELS algorithm is proposed. a hybrid Algorithm named RHGGSA, is presented for static scheduling of independent tasks within grid environments. The Hybrid scheduling algorithm considers two QoS criteria: makespan and execution cost of user task. The main objective of the proposed algorithm is to reduce the overall cost of task executions without any significant increment in system makespan. The rest of paper is organized as follows. We begin with an overview of related works in section 2. our approach are presented in section 3. Experimental results and discussion are represented in sections 4. Finally the paper is concluded in section 5.
2. Related Work

In the past few years, researchers have proposed scheduling algorithms for grid environments. However, the problem of grid scheduling is still more complex than the proposed solutions. Therefore, this issue attracts the interests of the large number of researchers. For example, In [9] have offered a model that combines two optimal schemes, genetic algorithm (GA) and simulated annealing (SA), based on the probability distribution. Actually, the algorithm uses the benefits of the genetic algorithms and simulated annealing and provides a parallel genetic-simulated annealing algorithm to solve the task scheduling problem in grid environments.

In [10] combination of local search algorithm were used for scheduling by using of SA and global search by genetic (GSA). In this approach, if in each generation, changed chromosomes by genetic operator don’t improve comparing to previous generation they are affected by SA and are likely accepted for the next generation and this work lead to increase search efficiency, further convergence rate and ran of local minimum.

In [11] the Genetic Algorithm is presented in which both QOS parameters including time and cost were regarded simultaneously and because these two parameters are in conflict each other and they can’t improve together simultaneously and one improvement leads to efficiency decrease in the other, it gives weight to each parameter as the weighing is done by user as each of the parameters has more value for the user gives more weight and the other gives less weight, or weighting is happened randomly.

In [12] introduced a GA Algorithm which used standard deviation less than (0.1) as stopping criterion to limit the number of iterations of GA. This algorithm has drawbacks such as low quality solutions (almost same as low quality solutions of standard GA), generating initialization population randomly (even though the time consumed by algorithm is small comparing with standard GA), and mutation depends on exchange of every gene in the chromosome. This mutation will destroy the good information in subsequent chromosomes in next generations.

In [13] a group of researchers have developed a novel task scheduling based on hybrid genetic and GELS algorithm. This technique have solved grid scheduling problem and minimize missed tasks. In this approach every chromosome represents visible solution and move (pick) solution after GA operation that better than current solution using purpose function (fitness function) and some of advantage of GELS algorithm in random search. This algorithm proved that can decreases the number of missed tasks more than other algorithms.

In [14] considered the minimization of the makespan using GA based on Rank Roulette Wheel Selection (RRWWSGA). They use standard deviation of fitness function as a termination condition of the algorithm. The aim of using standard deviation is to shorten the the time consumed by the algorithm with taking into account reasonable performance of Computing resources (97%).

In [15] proposed an algorithm that minimizes makespan, flowtime and time to release as well as it maximizes reliability of grid resources. It takes transmission time and waiting time in resource queue into account. It uses stochastic universal sampling selection and single exchange mutation to outperform other GAs.

In [16] propose HCSGA (Hybrid Clonal Selection GA) and validate performance using GridSim toolkit with GA, Max-min and Min-min. HCSGA first generates a new group of individuals through clone and than crossover/selection independently all the generated individuals, respectively. The results show that HCSGA improves convergence and is superior to other algorithm simultaneously.

Many presented algorithms and methods in scheduling problem within grid environments just consider one of the users' requirements. These approaches mostly consider system-centric factors like throughput and makespan of the system as main objective in scheduling, ignoring the interests and requirements of users. Some users with budget constraints may prefer to execute their own tasks with lower quality of service such as longer execution time for the sake of paying a lower price. In this case, the users' requirements become an important factor in designing schedulers. The algorithm proposed in this paper is mainly different from these studies. Since cost and time are two important factors for users in grid environments, lots of research efforts in scheduling have been focused on presenting methods and algorithms to optimize these two factors [17, 18]. Therefore, the cost is the most important factor considered in this paper. In this paper, a cost and time balancing algorithm which is based on GA and GELS algorithm is proposed.

2.1 Genetic Algorithm

A Genetic Algorithm (GA) is a class of evolutionary, adaptive, stochastic algorithms involving search and optimization. Genetic algorithms were first used by J. H. Holland [5]. The basic idea is to mimic the process of natural evolution, in order to create artificial processes for a “clever” algorithm with the ability to find the solution of complex problems, such as job scheduling in computational Grid. A GA maintains a population of possible solutions to a problem, encoded as chromosomes based on a particular representation scheme [19].

In each iteration the fitness of every individual in population is evaluated. Afterwards, selection and reproduction operators are applied, in order to form a new population, which is again used in the next iteration of the GA. Reproduction is constituted of crossover and mutation...
operators. The whole process is repeated a number of times, called generations. The pseudo-code of a typical GA is shown in Figure 1.

Create Initial Population;
Evaluation();
While (stopping criteria not met) {
    Selection ();
    Crossover ();
    Mutation ();
    Evaluation ();
} Return best solution;

Fig.1 Genetic Algorithm pseudo-code

2.2 Gravitational Emulation Local Search (GELS)

In 1995, Voudouris and his colleagues [20] suggested GLS algorithm for searching in a searching space and NP-hard solution for the first time. In 2004, Vebster [21] presented it as a strong algorithm and called it GELS algorithm. This algorithm is based on gravitational attraction and it imitates the process of nature for searching within a searching space. Each response has different neighbours which can categorize based on a criteria which is depended on the problem. Obtained neighbours in each group are called neighbours in that dimension. For each dimension, a primary velocity was defined which each dimension has much primary velocity has more appropriate response for problem. GELS algorithm calculated gravitation force within responses in a searching space in two ways. In the first method, a response is selected from local neighbour space of current response and the gravitation force between these two response was calculated. In the second method, the gravitation force among all of the neighbour responses in a neighbour space of current response was calculated and it is not limited to one response. In the movement into searching space, GELS algorithm implements in two methods: the first method is allowed movement from current response to in local neighbour spaces of current response, The second method is allowed movement to the responses out of local neighbour spaces of current response in addition to allowed neighbour responses of current response. Each of these transference methods can be applied with each accounting methods gravitation force, thus, four models are created for GELS algorithm.

2.2.1 Parameters used in GELS algorithm

(a) Max velocity: Defines the maximum value that any element within the velocity vector can have used to prevent velocities that became too large to use.
(b) Radius: Sets the radius value in the gravitational force formula; used to determine how quickly the gravitational force can increase (or) decrease.
(c) Iterations: Defines a number of iterations of the algorithm that will be allowed to complete before it is automatically terminated (used to ensure that the algorithm will terminate).
(d) Pointer: It is used to identify the direction of movement of the elements in the vectors.

2.2.2 Gravitational force (GF)

GELS algorithm uses the formula (1) for the gravitational force between the two solutions as

\[ F = G \left( \frac{CU - CA}{R^2} \right) \] (1)

where
- \( G = 6.672 \) (Universal constant of gravitation)
- \( CU \) = objective function value of the current solution
- \( CA \) = objective function value of the candidate solution
- \( R \) = value of radius parameter

3. Proposed Algorithm

Genetic Algorithm is weak in local search and it is strong in global search and versus, GELS is a local search algorithm by imitation of gravitational attraction, so it is strong in local search and it is weak in global search. so Considering abilities of genetic algorithms (GA) and Gravitational Emulation Local Search (GELS), a new scheduling algorithm named RHGGSA is presented in this section. The proposed algorithm is a hybrid GA and GELS which aims to reduce the overall cost of the users, while the makespan of the system is taken into account. RHGGSA runs the genetic as the main algorithm and uses the GELS procedure for improving individuals in the population. Each individual in the population is used to generate new offsprings by applying the appropriate genetic operators such as selection, crossover and mutation. In the following subsections, more details about the proposed algorithm are provided to describe the algorithm step by step.

3.1 Encoding Mechanism

In the coding scheme we have developed for our problem, each solution is encoded as a vector of integers. For a
problem with n tasks and m resources, the length of the vector which can be considered as a chromosome is n. As well as, the content of each cell of vector which shows a gene value in chromosome can take a number between 1 and m that representing the resource allocated to that task. An example of a chromosome as a schedule with 6 tasks and 4 resources is shown in Figure 2.

![Figure 2 An example of a chromosome in coding Scheme](image)

For generating an initial population with p individuals, a random number between 1 and m is assigned to each cell of the vector the size n for p times.

3.2 Objectives and Fitness Functions

Our main objective here is to get task assignments that will achieve minimum completion time and minimum Price for users. Therefore, our RHGSSA algorithm is a two dimensions optimization. In this problem two objectives Price and Makespan are in conflict with each other naturally so that when Price is reduced then Makespan is increased.

3.2.1 Makespan

The first objective function of our algorithm is the Makespan or latest completion time of the task schedule. Makespan means the longest completion time among all the resources in the system. Consider \( Li \) and \( SPj \) denote the size of the task \( i \) and processing speed of the resource \( j \), respectively. Then, the execution time of the task \( i \) on the resource \( j \) can be formulated as follow:

\[
Texe(i,j) = \frac{Li}{SPj} \quad (2)
\]

For each resource there will be a completion time for tasks which assigned to it. For example, figure 5 shows completion time in each resource according to figure 2. Suppose there are 6 Tasks with the sizes in figure 3 that are assigned to 4 resources.

![Figure 3 Example of Tasks and their sizes](image)

And there are 4 resources with following speeds:

<table>
<thead>
<tr>
<th>Number of Resource</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed of Resource</td>
<td>3</td>
<td>2</td>
<td>2.5</td>
<td>1.5</td>
</tr>
</tbody>
</table>

![Figure 4 Example of Resource and their Processing Speed](image)

Then execution time of each task on allocated resource using (2) based on Figure 2 is:

\[
Texe(1,2) = \frac{24}{2} = 12 \\
Texe(2,3) = \frac{32}{2.5} = 12.8 \\
Texe(3,2) = \frac{28}{2} = 14 \\
Texe(4,1) = \frac{20}{3} = 6.6 \\
Texe(5,4) = \frac{38}{1.5} = 25.3 \\
Texe(6,3) = \frac{18}{2.5} = 7.2
\]

On the other hand, the completion time of the task \( i \) on resource \( j \) can be defined as formula (3).

\[
T_{complete}(i,j) = Texe(i,j) + Wait(i,j) \quad (3)
\]

where \( Wait(i,j) \) denotes the start time of the task \( i \) on the resource \( j \). Consequently, the system makespan can be computed using formula (5).

\[
T_{complete}(j) = \frac{\sum_{(j \in Aj)}( Texe(k,j) ) }{ SPj } \quad 1 \leq j \leq m \quad (4)
\]

Where, \( Aj \) is the set of tasks indexes which are assigned to resource \( j \).

\[
Makespan(\alpha) = \max \{ T_{complete}(j) \} \quad 1 \leq j \leq m \quad (5)
\]

Therefore, Makespan in Figure 5 is 26. One of goals is to minimize (5), which means that the assigned tasks to resources will be completed in the shortest time.

![Figure 5 Example of Makespan](image)
For example three tasks T1 and T3 are assigned to resource R2. Therefore, completion time of tasks on R2 will be:

\[ T_{\text{complete}}(2) = 12 + 14 = 26 \]

3.2.2 Minimum Cost

second objective function is total cost that must be minimized. Suppose \( P_j \) denotes to unit price for resource \( j \). Therefore, the execution cost of the task \( i \) on the resource \( j \) can be computed using formula (6).

\[ \text{Cost}(i,j) = T_{\text{exe}}(i,j) \times P_j \]  \hspace{1cm} (6)

Then, total cost for a chromosome is calculated as follow:

\[ \text{Cost(\alpha)} = \sum_{j=1}^{m} \text{Cost} (j) \]  \hspace{1cm} (7)

Where \( \text{Cost(\alpha)} \) denotes the overall cost resulting from a chromosome in population that representing a scheduling.

3.2.3 First Fitness Functions (Cost and Time Balancing)

When introducing tasks, some users are concerned about completion time and others about costs for implementing their jobs. In the proposed method, for this reason, users can measure weights for completion time and task implementation cost (\( W_t \) and \( W_c \)) while introducing their jobs. These are in the range \([0,1]\) and the sum of the weights is equal to 1. If \( W_c \), for example, is 0.6, then users are concerned about financial costs of task implementation by \( \%60 \), and about completion times by \( \%40 \). Users specify weight coefficients during operation. \( W_t \) and \( W_c \) enable the users to get much more freedom to put their jobs on the Grid. Therefore, given the above definitions, a fitness function of a chromosome can be calculated by Equation (8).

\[ \text{Fit} 1 = W_c \times \frac{\text{Cost(\alpha)}}{\text{Budget}} + W_t \times \frac{\text{Makespan(\alpha)}}{\text{MD}} \]  \hspace{1cm} (8)

Where \( \text{Cost(\alpha)} \) and \( \text{Budget} \) represent total cost of solutions and costs proposed by the user in the Grid scheduling system to process all tasks, respectively. \( \text{Makespan(\alpha)} \) is the longest completion time of tasks among all system resources in a chromosome, and \( \text{MD} \) shows the maximum deadline for completing tasks. Ultimately, whatever a chromosome has low merit, that chromosome has much better merit.

3.2.4 Second Fitness Functions (Reliability)

As some chromosomes may be found where total schedule lengths stay the same, so for the second fitness function, one of the most reliable criteria for achieving the solution will be investigated. In this step to calculate reliability for each chromosome, records of resource fault occurrence are maintained in a fault occurrence history table (FOHT) in the grid information server [23]. At FOHT there is a row with two cells for each resource. One of these cells presents the history of fault occurred in that resource and the other keeps the number of task execution by resource. A part of FOHT in a given time is presented in Figure 6. For example, this figure indicates the number of task execution by R1 is 6700 but at two times of these executions, fault occurred.

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>10</td>
</tr>
<tr>
<td>R2</td>
<td>5</td>
</tr>
<tr>
<td>R3</td>
<td>0</td>
</tr>
<tr>
<td>R4</td>
<td>8</td>
</tr>
<tr>
<td>R5</td>
<td>3</td>
</tr>
</tbody>
</table>

Fig.6 A part of FOHT in a given time

The application of this table allows a chromosome with a low number of fault occurrences in its resources to have the best chance of being selected. In order to evaluate the fitness function of chromosomes, information from the FOHT is used to improve the reliability and chromosomes that are much lower in the total fault occurrences show the most reliability for scheduling [23]. So we can define the second fitness function as below:

\[ \text{Fit} 2 = \sum_{i=1}^{n} (\frac{\text{FOHT}[1]}{\text{FOHT}[2]} \times 100) \]  \hspace{1cm} (9)
In the proposed algorithm, a tournament operator is used to select chromosomes, while a two-point crossover operator is applied for intersect operation. In the mutation stage, when a chromosome was selected through the previous stage, a gene is randomly selected and the value of its resource field is changed by a random number from 1 to M. The main purpose of this mutation is to replace the task resource parameter so that it can be processed in better resources. Figure 7 shows the application of the mutation operator on a chromosome.

In the final stage of running the genetic algorithm, because it shows a poor performance for local searching, solutions with similar total project duration are put on the GELS algorithm so a neighboring solution could be generated for them. Unlike other algorithms for the GELS algorithm, to generate a neighbor solution from the current solution is not completely random. Every current solution has a wide range of neighbors deriving based on one particular change in the current solution. It is called the change of direction to the neighbor solution. All neighbors obtained in this direction are only and only resulted from changes of this type. In proposed method, Each gene of chromosome is considered as a dimension of the problem. In fact the problem’s dimensions are just the neighbouring solutions which are obtained by changing the current solution. Initial velocity is given to each of the problem’s dimensions that is done randomly and ranges from 1 to the maximum of the initial velocity[22].

A neighbor solution for the current solution is a solution where resource assigned to a particular task changes in the relevant dimension. To do this, a given initial speed is randomly assigned to each dimension of the solution. The value ranges from 1 to the maximum initial speed. A gene which have more velocity was selected and its values was changed randomly with the number 1 to M. Figure 9, for example, shows that for the first solution, the gene with the highest speed is selected for which a neighbor solution is generated.

![Fig. 7 Example of application the mutation operator on a chromosome](image)

![Fig. 8 Example of velocity vector in proposed algorithm](image)

### 3.3 Calculated Gravitation Force

After that, fitness amount is calculated using Equation 9. If neighborhood solution is improved comparing to current solution, it is substituted to its parent chromosomes in new population. Nevertheless, it is not copied in new population. Then, the amount of the force between neighborhood solution and current solution is calculated using Equation 9 and its amount is added to primary velocity vector related to the dimension which the neighborhood response is obtained from it until its primary velocity vector is updated [22].

\[
\text{Force} = G \times \frac{\text{Fit(Current\_Solution)} - \text{Fit(Neighborhood\_Solution)}}{R^2}
\]

(10)

That in which Current\_Solution and neighborhood\_Solution are the value of the current solution and the neighborhood solution. G is equal to a constant gravitational force 6.672 too; R is the radius of the distance between two objects. Algorithm is finished when the primary velocity equal to zero for all dimensions or the number of algorithm iteration received to its maximum number. Base on the given explanation the pseudo-code of the search algorithm RHGGSA is shown in figure 10.
4. Experimental results

In this section, To show the out performance of the proposed task scheduling algorithm, the obtained results are compared with those of Min-Min, GA and GA-VNS. The proposed RHGGSA algorithm for grid task scheduling was implemented in C# programming language on a Intel Pentium(R) 4 CPU 3.00GHz, 3GB machine running under windows XP environment. The performance of the proposed algorithm (RHGGSA) is evaluated through conducting several simulation experiments under different scenarios. Figure 11 summarizes the simulation parameters. To evaluate the proposed algorithm, a set of simulations is considered based on changes in the number of user tasks, budgets payable by customers, and changes in the range of task duration over 10 resources. In the first experiment, the proposed algorithm and three alternative scheduling algorithms are investigated with changes in task numbers and a fixed budget.

![Fig. 11 used parameters to simulate algorithm RHGGSA](image)

4.1 Scenario 1 (Effect of change in number of tasks on makespan)

To improve the precision of the reported results, each experiment is independently repeated 20 times and the obtained results are averaged over these runs. In simulation experiments, the efficiency of the proposed task scheduling method is compared with the above mentioned algorithms in terms of makespan and Cost. Figure 12 shows the average makespan of different algorithms. As it can be seen, the proposed Grid task scheduling algorithm, RHGGSA, significantly outperforms Min-Min, GA and GA-VNS. yet another observable point is that an increase in the number of tasks at the size of the problem results in an increase in makespan for all algorithms.

<table>
<thead>
<tr>
<th>No. Of Task</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min-Min</td>
<td>41</td>
<td>85</td>
<td>115</td>
<td>158</td>
</tr>
<tr>
<td>GA</td>
<td>48</td>
<td>95</td>
<td>121</td>
<td>172</td>
</tr>
<tr>
<td>GA-VNS</td>
<td>36</td>
<td>72</td>
<td>95</td>
<td>133</td>
</tr>
<tr>
<td>RHGGSA</td>
<td>32</td>
<td>67</td>
<td>89</td>
<td>127</td>
</tr>
</tbody>
</table>

Table 1: Average makespan of different algorithms under scenario 1

![Fig. 10 pseudo-code algorithm RHGGSA](image)
4.2 Scenario 2 (Effect of change Budget on makespan)

In the second experiment, scheduling algorithms with the time optimizing objective are compared by providing various budgets. It can be seen that in all cases the RHGGSA algorithm shows better performance than others and that budget increases always reduce implementation time. In fact, the higher the budgets given by the user, the less the time needed to perform application tasks by algorithms.

Table 2: Average makespan of different algorithms under scenario 2

<table>
<thead>
<tr>
<th>Budget</th>
<th>Average makespan</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min-Min</td>
</tr>
<tr>
<td>50000</td>
<td>169</td>
</tr>
<tr>
<td>70000</td>
<td>130</td>
</tr>
<tr>
<td>90000</td>
<td>117</td>
</tr>
<tr>
<td>11000</td>
<td>91</td>
</tr>
<tr>
<td>13000</td>
<td>81</td>
</tr>
</tbody>
</table>

4.3 Scenario 3 (Effect of heterogeneous tasks on makespan)

In the third experiment, a comparison of scheduling algorithms is done with different heterogeneous tasks. Figure 14 shows the results obtained from scheduling algorithms by the time optimization strategy. As seen, changes in time associated with increased heterogeneity of tasks reveal different trends for each algorithm. And with increased heterogeneity, the RHGGSA algorithm could achieve an acceptable decrease in calculation times.

Table 3: Average makespan of different algorithms under scenario 3

<table>
<thead>
<tr>
<th>No. Of Task</th>
<th>Average makespan</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min-Min</td>
</tr>
<tr>
<td>[90...120]</td>
<td>268</td>
</tr>
<tr>
<td>[70...140]</td>
<td>233</td>
</tr>
<tr>
<td>[50...160]</td>
<td>202</td>
</tr>
<tr>
<td>[30...180]</td>
<td>185</td>
</tr>
<tr>
<td>[10...200]</td>
<td>165</td>
</tr>
</tbody>
</table>

Fig. 13 Effect of change Budget on makespan

Fig. 14 Effect of heterogeneous tasks on makespan

5. Conclusion

The task scheduling problem in the distributed systems is known to be NP-hard. In this paper, in addition to address the concept of scheduling, proposing to combine genetic and Gravitational Emulation Local Search (GELS) Algorithms, benefits of both algorithms is used to solve the scheduling problem. The algorithm minimizes the execution cost and makespan of user tasks by a balancing formula. We compared our algorithm with those of several existing methods and evaluated the performance to the changes in the number of tasks and cost of users. The obtained results showed that the proposed algorithm
significantly outperforms Min-Min, GA and GA-VNS in terms of makespan, cost. The proposed algorithm provides more freedom to determine the importance of task time and costs. And, by taking this into account, the algorithm uses a weighted objective function. The objective function of the algorithm proposed here, indeed, considers both completion time and task implementation costs so the resulting solutions would not exceed the deadline and user's costs.
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