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Abstract

Nowadays, data mining is a useful, yet dangerous technology through which useful information and the relationships between items in a database are detected. Today, companies and users need to share information with others for their progress and they should somehow manage this information sharing for preserving sensitive information. Privacy preserving in data mining was introduced for managing information sharing. This paper presents a hybrid algorithm with distortion technique with both support-based and confidence-based approaches for privacy preserving. The proposed algorithm tries to maintain useful association rules and hide sensitive rules from the perspective of the database owner. It also has no limit on the number of items in the left-hand side and the right-hand side of rules. This paper also compares the proposed algorithm with MDSRRC algorithm and 1.b algorithm. The proposed algorithm has less lost rules compared with the MDSRRC and 1.b algorithms and its CPU usage is less then.
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1. Introduction

The data mining technique aims to detect useful rules and relationships of database items for which standard algorithms are used such as Apriori and Eclat. The detected rules are divided into two groups: sensitive rules and non-sensitive rules. Sensitive rules are those rules the database owner is trying to hide using privacy preserving algorithms in data mining, and non-sensitive rules are useful rules the database owner wants to share with others. Of course, doing anything has its own costs. The cost the database owner pays for hiding sensitive rules is the loss of non-sensitive rules plus other costs we called them side effects due to hiding sensitive rules. These side effects include loss of non-sensitive rules, creating ghost rules, hiding failure, dissimilarity, runtime, etc. The algorithms presented in the context of privacy preserving have tried to reduce these side effects. The proposed algorithm aims to reduce lost rules and reduce hiding failure to zero. Generally there are two approaches for hiding sensitive rules [1]: support-based approach and confidence-based approach. The support-based approach aims to reduce support of the sensitive rule by reducing support of one of element sets composing the sensitive rule. The confidence-based approach aims to reducing confidence of the sensitive rule through increasing support of the consequent of the sensitive rule. This paper uses both approaches for hiding sensitive rules. The proposed algorithm selects either approach to sanitize by calculating the support of left-hand side and right-hand side elements of the sensitive rule. In this algorithm, selecting the item and the transaction to sanitize has a large impact on reducing side effects. This paper compares the proposed algorithm with MDSRRC algorithm on the Chess dataset.

The article is organized as follows. Section 2 describes the framework of association rule. Section 3 reviews the related works. Section 4 explains the proposed algorithm, terms and steps. Section 5 compares and evaluates the proposed algorithm with MDSRRC and 1.b. Finally, conclusions are presented in Section 6.

2. Framework of association rules

Rule extraction in data mining is performed by the level of support and confidence of the rule. The issue of extracting association rule was introduced by [2]. Suppose \( I=\{i_1,i_2,\ldots,i_m\} \) is a set of elements and the database \( D=\{T_1,\ldots,T_n\} \) is a set of transactions. Each transaction \( T\in D \) contains a subset of \( I \). The general framework of association rules is \( X\rightarrow Y \). If \( X \) and \( Y \) are subsets of \( I \) and if \( x\not\in y=\emptyset \), then \( X \) is called the antecedent or LHS of the rule and \( Y \) is called the consequent or RHS.

The support of the rule \( X\rightarrow Y \) is defined by calculating the ratio of simultaneous repetition frequencies of \( X \) and \( Y \) in transactions to the total number of transactions in the database. The support of the rule is calculated by Eq. (1).

\[
\text{support}(X\rightarrow Y) = \frac{|X \cup Y|}{|D|}
\]

(1)

The confidence of the rule \( X\rightarrow Y \) is defined by calculating the ratio of simultaneous repetition frequencies of \( X \) and \( Y \) in
transactions to the number of repetition of X alone in transactions of the database. The confidence of the rule is calculated by Eq. (2).

\[
\text{confidence (X→Y)} = \frac{|X \cup Y|}{|X|}
\]  

Minimum Support Threshold (MST) and Minimum Confidence Threshold (MCT) criteria are used to extract useful rules from the database. If Support \((x→y) \geq\) MST and Confidence \((x→y) \geq\) MCT, the \(x→y\) rule becomes important and is extracted from the database at the time of data mining.

3. Related Works

Wang et al. presented two algorithms for hiding association rules. The first algorithm, ISL, reduces the rule confidence by increasing support of the left-hand side element set of the sensitive rule. This algorithm has high hiding failure and new-rule creation. The second algorithm, DSR, reduces confidence by reducing support of the right-hand side element set of the rule. The failure of this algorithm is close to zero but many non-sensitive rules are lost [3] [4].

Modi et al. introduced an algorithm called DSRRC which uses clustering of right-hand side common items for hiding. Its disadvantages are as follows: it only hides rules with an element at their right-hand side, it is dependent on the ordering of transactions, gives a different result with reordering transactions in the database, needs sorting of the database after each item is deleted and is not suitable for large databases. Lost rules in this algorithm are high [5].

Komal Shah et al. presented an algorithm called ADSRRC to modify DSRRC. This algorithm also hides the rules with a single RHS, and it sorts transactions only once. In addition, this paper proposed a new algorithm called RRLR which hides rules with a single LHS. It reduces both support and confidence for hiding sensitive rules [6].

To overcome limitations in the left-hand side and right-hand side items, Domadiya et al. proposed an algorithm called MDSRRC. It selects the best item for deletion based on the number of its repetition in the right-hand side of the sensitive rule and its support. This algorithm has less side effects compared to DSRRC. It fails in certain circumstances [7].

Kumar Jain et al. combined the two algorithms ISL and DSR and stated the main goal as reducing the number of database changes and reducing the time for hiding sensitive rules [8].

Vijayarani et al. presented a heuristic algorithm called ABC. In this algorithm, transaction selection is performed randomly according to the behavior of honey bees for finding food. This algorithm uses the support-based approach [9].

Oliveria et al. presented two algorithms called Round Robin and Random. The essence of both algorithms is item selection to sanitize which is done randomly and intermittently [10].

Duraiswamy et al. proposed an algorithm called SRH. It reduces complexity, time and memory by calculating the number of transactions required for hiding sensitive rules [11].

Menon et al. proposed an algorithm with exact approach called Integer programming and also two strategies: Blanket and Intelligent. This algorithm has the best level of accuracy [12].

Verykios et al. proposed two algorithms called WSDA and BA. WSDA hides sensitive rules using the distortion techniques, and BA does the same using the blocking technique [13].

Amiri proposed three algorithms called Aggregate, Disaggregate and Hybrid, which hide sensitive rules using the support-based approach [14].

Dasseni et al. generalized the hiding problem to a combination of sensitive rules hiding and sensitive itemset hiding. Algorithm 1.b selects the best subset from the itemset on right side of the sensitive rule and for hiding the sensitive rule selects the first item as the victim item and eliminates the latter from those transactions fully supporting the sensitive rule. The advantages of this algorithm are in reducing hiding failure and relatively proper CPU usage [15].

4. The proposed algorithm

The proposed approach uses the distortion technique for hiding association rules with both confidence-based and support-based approaches. This algorithm has two main goals:

1. Reduction of non-sensitive lost rules due to hiding sensitive rules.
2. Reduced CPU usage.

We first introduce the terminology used in the proposed algorithm and then describe its steps.

**Sensitive item and item sensitivity:** Items involved in sensitive rules are called sensitive items, and the number of their repetition in sensitive rules is called sensitive items.

**Degree of transaction collision:** The number of sensitive rules in the transaction. The transaction in fact contains all items involved in the sensitive rule.

4.1 The proposed algorithm steps

The essence of the proposed algorithm is the selection of sanitizing operation according to the amount of LHS and RHS support of the sensitive rule. Then the sensitive item and the suitable transaction are selected for the sanitizing operation. The sensitive item is selected considering the amount of support and sensitivity of that item which leads to selecting the suitable item for the sanitizing operation.

Before the sanitizing operation, the proposed algorithm first obtains the number of transactions required for hiding sensitive
rules using the equation presented in Section [3]. Eq. (3) shows how to calculate mincount.

\[
\text{MSC} \ x \rightarrow y = \text{count} (xUy) - [|D| * \text{min support}] + 1.
\]

\[
\text{MCCC} \ x \rightarrow y = \text{count} (xUy) - [\text{count}(x) * \text{min conf}] + 1.
\]

\[
\text{MPCC} \ x \rightarrow y = \left(\frac{[\text{count}(xUy) - \text{count}(x) * \text{min conf}]}{(1 - \text{min conf})}\right) + 1.
\]

\[
\text{MCCC} = \text{minimum} (\text{MCCC}, \text{MPCC}).
\]

\[
\text{MSC} = \text{minimum} (\text{MSC}, \text{MCC}).
\]

\[
\text{mincount} = \text{minimum} (\text{MSC}, \text{MCC}).
\]

**PSEUDO CODE FOR Proposed Algorithm**

Input: Source Database D, MCT, MST, Sensitive rule (R_H)

Output: The Sanitized database D

1. Find sensitivity of each item \( \in R_H \) set \( I_S \)
2. Find support of each item \( \in I_S \) in \( D \)
3. Find conflict \( T \in D \) set \( T_S \)
4. Sort \( R_H \) by decreasing order of their support
5. Hiding
6. While(all the sensitive rule hidden \( \neq \) true) {
   a. Foreach \( r \) in \( R_H \) do{
      i. If support \( r_{LHS} \geq \text{Support} \ r_{RHS} \) {
         1. Sort \( I_S \) by sensitive item decreasing, support increasing
         2. Select Victim item where RHS contains it
         3. Mincount = mincount(\( r \))
         4. Sort \( T_S \) by conflict decreasing, length increasing
         5. Foreach \( t \) in \( T_S \) do{
            a. If \( \text{Itemset} \ xyz \in \ T \) {
               i. Remove items selected
               ii. If \( \text{Mincount} = 0 \) then break
            }
         }
      }
   }
   b. Start Update support& confidence
   c. }
   7. }

The first step is to obtain the sensitivity of items in sensitive rules and put them in the \( I_S \) set. We then find the level of support for each item in the \( D \) database. The third step is to find the degree of transaction collision in the \( D \) database and put them in the \( T_S \) set. Then we sort sensitive rules in descending order according to their support level. In Step 6, the sanitize operation is performed. Then we select the sensitive rule and calculate its LHS and RHS support, if it is not hidden. If the RHS support is smaller than or equal to the LHS support, the sanitize operation is carried out with the support-based approach. In this stage, the sensitive items of the \( I_S \) set are sorted in descending order according to their sensitivity and are sorted in ascending order according to their support. The first sensitive item presented in \( RHS \) is selected and the item deletion operation is invoked. If the LHS support is smaller than the RHS support, the sanitizing operation is performed with the confidence-based approach. In this stage, the sensitive items of the \( I_S \) set are sorted in ascending order according to their support and are sorted in descending order according to their sensitivity. Then first sensitive item that is presented in \( LHS \) is selected and the item deletion and insertion operations are invoked.

**5. Comparison and Evaluation**

We implemented the proposed algorithm with the known MDSRRC algorithm and 1.b algorithm on the Sony F115FM system with CPU Core i7, memory 6GB, HDD 500GB, Windows 7 OS with the C# programming language. For comparison and evaluation purposes, we performed various tests with different rules on the Chess dataset. Figure 1 shows the graph of non-sensitive lost rules and figure 2 shows the graph of CPU usage in the tests conducted on the Chess dataset.
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**Fig. 1 Lost rule on the Chess dataset**
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6. Conclusions

This paper proposed a hybrid algorithm with two support-based and confidence-based approaches. The proposed algorithm offers better results in actual compressed databases compared with dummy or actual non-compressed databases. To solve this problem, we can simply change the sorting of sensitive items so that it can also provide good results in non-compressed databases. In the MDSRRC algorithm, there is a possibility of failure in certain circumstances due to uncontrolled hidden rules. We address this problem by controlling sensitive rules even after being hidden. The hiding failure in the proposed algorithm is zero. The proposed algorithm maintains more non-sensitive rules than MDSRRC and 1.b algorithm.
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